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non-conflict periods are classified as conflicts), then the area under the curve will be 

close to one. However, if the model is only able to correctly classify conflicts at the 

expense of incorrectly classifying non-conflicts, then the curve will remain close to the 

dotted line, and the area under the curve will be close to 0.50. Therefore, in practice, the 

area under the curve ranges from 0.50 to one, with higher areas indicating improved 

classificatory power in a model.  

Figure 2: Visual of a Receiver Operating Characteristic Curve22 

 
 

The ability of two models to classify onset and non-conflict periods correctly can 

be compared using Hanley and McNeil’s (1982) test of the differences in ROC curves. 

The test is based on the actual differences between the two areas, and an estimate of the 

standard error of the Wilcoxon statistic. The calculation of the standard error depends on 

both the AUROC of each curve and the sample sizes.  Increases in either the AUROC or 

sample size decrease the standard error, with increases in the number of “event” 

observations having a greater effect than increases in “non-event” observations (Hanley 

                                                
22 Image source: Medcalc (2017, April 3). The ROC curve [image]. Retrieved from 
https://www.medcalc.org/manual/roc-curves.php 
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& McNeil, 1982). The effect sizes of the independent variables are also explored by 

determining their impact on the likelihood of conflict holding other variables at their 

means. 

The third method that will be employed for determining the utility of the updated 

grievance meausres in explaining conflict onset is stepwise regression. Stepwise 

regression is a method that can be used to determine, statistically, which of a series of 

proposed independent variables best explain a given dependent variable. There are three 

general approaches to stepwise regression. In forward selection, the model starts with no 

independent variables, and the IVs are added to the model according to which provides 

the most statistically signifcant improvement in fit. In backward elimination, the model 

begins with all of the proposed independent variables, and they are removed one by one 

until the removal of the last variable would cause a statistically significant decrease in fit. 

The third approach, bidirectional elimination, is a combination of the two (Wang, 

Wright, & Buswell, 2013).  

 In this research, backward elimination is used. A backward stepwise is 

appropriate, because the end goal is to determine which of the feasibility and grievance 

variables can be eliminated without decreasing our ability to understand where conflict 

occurs. The assumption is that if a grievance variable remains after the backward 

elimination, then removing it would significantly decrease the power of the model. The 

stepwise portion of this research leads to the final hypotheses to be tested:  

H10: If CHR’s feasibility hypothesis is correct, and motives are 
indeterminant, then the measures of grievance ought not to remain in the 
final version of the stepwise regression. 
 
However,  
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H10a: If grievances influence the likelihood of conflict onset, then the 
grievance variables ought to remain in the stepwise regression after the 
backward elimination procedure is complete.  
 

Software Packages  

 For this research, the majority of the regressions were run using the open source 

software package GRETL. The ROC curves were graphed using GRETL’s ROC add-on 

package. GRETL does not have an automated stepwise function, so the stepwise 

regressions were run in SPSS.  
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CHAPTER 4 

DATA AND FINDINGS 
  

The data and findings regarding the multiple hypotheses proposed in chapter 2 are 

presented here. The summary statistics for the data are given first, illustrating that there 

are few substantial differences between Collier, Hoeffler, and Rohner’s (2009) original 

data and the updated dataset. Next, bivariate tests between the grievance measures and 

onset are performed and discussed. Finally, the findings from the hypotheses proposed 

are presented. 

Univariate Analysis  

The summary statistics for all variables included in the models are given in Table 

2. In addition, the mean values for CHR’s original data are presented, illustrating that 

there are few substantial differences between the two. The greatest discrepancies are in 

average peace years and population. The difference in peace years is explained because 

CHR began counting from 1945 for all countries. In the updated dataset, peace years are 

counted from the year independence is granted, because anti-colonial wars are not 

considered civil conflicts in the onset data. Therefore, countries involved in anti-colonial 

wars prior to independence would have been coded as “peace years” using CHR’s 

methodology. The difference in population is due to the inclusion criteria for the two 

datasets. CHR included countries with populations less than 500,000, where the updated 

dataset does not due to limitations in the grievance data available for smaller countries.  
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Table 2: Univariate Data 
 

Variable Current Mean 
(SD) 

CHR Mean Current 
Min 

Current 
Max 

Current  
Obs. 

Conflict Onset (Dummy) 

(ln) GDP/capita  

PCE 

PCE Squared 

Peace Years 

Former French African Colony 

Social Fractionalization 

Young Men (Prop of Total Pop) 

lnPopulation 

Mountainous Terrain 

Infant Mortality 

MSES 

Full Democracy 

Partial Democracy 

Partial Democracy w/ Faction. 

Partial Autocracy 

Full Autocracy 

Transition 

Political Discrimination (0-4) 

Economic Discrimination (0-4) 

GDP Growth (Lag) 

N 

0.067 (0.250) 

8.041 (1.567) 

0.173 (0.235) 

0.085 (0.734) 

26.460 (17.313) 

0.086 (0.281) 

0.177 (0.172) 

0.129 (0.019) 

15.758 (1.699) 

16.766 (20.190) 

61.033 (49.565) 

0.326 (0.228) 

0.176 (0.381) 

0.111 (0.314) 

0.082 (0.274) 

0.088 (0.283) 

0.411 (0.492) 

0.133 (0.340) 

2.954 (1.277) 

2.598 (1.325) 

0.020 (0.045) 

 

0.067 

8.604 

0.164 

 

32 

0.101 

0.180 

0.129 

10.32 

15.779 

 

 

 

 

 

 

 

 

 

 

 

1063 

0.000 

4.774 

0.002 

0.000 

1.000 

0.000 

0.000 

0.081 

9.659 

0.000 

2.180 

0.001 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

-0.315 

1.000 

11.723 

4.973 

24.725 

63.000 

1.000 

0.651 

0.278 

21.002 

94.300 

234.400 

2.225 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

4.000 

4.000 

0.360 

1452 

1335 

1257 

1257 

1452 

1452 

1386 

1341 

1378 

1064 

1236 

1338 

1324 

1324 

1324 

1324 

1324 

1324 

867 

869 

1324 

1452 

 

Missing data only appear to be a concern for the political and economic 

discrimination variables. Because listwise deletion is used, the findings for those models 

should be interpreted to apply only in countries in which there are minorities at risk. The 

highest number of missing cases for other variables is infant mortality, which is missing 
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216 country-periods out of the possible 1452. As noted earlier, infant mortality data are 

not imputed because in many countries the earliest data available are from the 1970s, 

when advances in health care and maternal education led to drastic changes in mortality 

rates that affected countries at different times, increasing the likelihood of errors in 

backward projections. While it is not likely that the missing periods are random, with 85 

percent of the possible cases available, the missing data are not an immediate cause for 

concern.  

 Comparing the data in onset years with those in “peace” years also yields the 

expected results (Tables C1 and C2 in Appendix C). GDP per capita, lagged GDP per 

capita growth, primary commodity exports, peace years, and the likelihood of being a 

former French African colony are all higher in “peace” periods than they are in onset 

periods. Social fractionalization, proportion of young men, total population, and 

mountainous terrain are all higher in onset periods than they are in peace periods. The 

univariate data are also consistent with what is expected regarding the grievance 

variables. Infant mortality, political discrimination, and economic discrimination are all 

higher in onset periods than they are in peace periods. MSES and GDP growth are higher 

in peace periods than they are in onset periods.  

 The major statistical problem arising from the univariate analysis is that there are 

no observations of onset in full democracies. While these data support the argument that 

decreased voice increases the likelihood of conflict, it makes statistical analysis of the 

difference between the likelihood of conflict in full democracies and in other regime 

types impossible. Due to this issue, full and partial democracies are combined for some of 
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the analyses, and full democracies are removed in some models.23 Those instances are 

noted in the text.  

Bivariate Findings 

 Bivariate analysis between the grievance indicators described above and the 

updated CHR conflict variable illustrate that all of the motives are significant predictors 

of conflict onset and in the expected direction when feasibility is not controlled for. Table 

3 presents the hypothesis table and the bivariate findings. Because a panel dataset is used, 

in each case the country-period is also controlled for so the observations for each country 

are not treated as independent from one another.   

The regime type data presented provide some insight into the inconsistent and 

contradictory findings in the opportunity research relating democracy to conflict onset. 

The results indicate an inverted U-shaped relationship between the original Polity scores 

and conflict, where full and partial democracies along with full autocracies are the least 

likely to experience conflict, and partial democracies with factionalism are the most 

likely to experience conflict. The relative stability of both full democracies and full 

autocracies lends credibility to the argument that states on the poles of the Polity index 

tend to have greater capacity than do those in the middle. However, the difference 

between full and partial autocracies is not significant (Table D1); therefore, this apparent 

“protective effect” of capacity may not be real. The increased likelihood of conflict in 

partial democracies with factionalism compared with partial democracies without 

factionalism (Regime Type 2 in Table 3) supports the argument that factionalism 

increases the likelihood of relative deprivation. However, there is not a significant 

                                                
23 In the tests that follow, all democracies without factionalism are considered one group in the initial 
stages. However, when it is necessary to test differences between the different “partial” regime types, full 
democracies are removed from the sample. Those instances are noted in the text. 
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difference between the likelihood of conflict in partial democracies without factionalism 

and that in partial autocracies, which indicates that the relative deprivation of voice may 

be more salient than is absolute deprivation of voice. This relationship between regime 

type and the other measures for motive will be explored further below. 

 Table 3: Bivariate Hypothesis Table – Motives and Onset Logit 

Variable (Period = Control) Predicted Relationship w/ 5 Yr Panel Onset 
Infant Mortality 
 

+ (H1b) 0.016 (0.003)*** 

MSES 
 

- (H3b) -2.577 (0.714)*** 

Regime Type 1 
   (Ref = Full or Partial Democ) 
   Full Autocracy 
   Partial Autocracy 
   Part. Democ w/ Factionalism 
   Transitional 
 

 
 

+ (H2a) 
+ (H2a) 
+ (H2a) 

? 
 

 
 

1.452 (0.422)*** 
1.617 (0.505)*** 
1.989 (0.483)*** 
1.363 (0.485)*** 

 
Regime Type 2 
  Full Democracies Removed 
  Ref = Partial Democ 
  Full Autocracy 
  Partial Autocracy 
  Part. Democ w/ Factionalism 
  Transitional 
 

 
 
 
? 

+ (H2c) 
+ (H2c) 

? 

 
 
 

0.444 (0.436) 
0.625 (0.513) 

0.998 (0.491)** 
0.372 (0.493) 

Political Discrimination 
 

+ (H8b) 0.312 (0.113)*** 

Economic Discrimination 
 

+ (H7b) 0.215 (0.098)** 

Change in GDP/capita - -8.564 (2.171)*** 
 

** p < 0.05 *** p < 0.01 

  In order to be aware of potential multicollinearity, the correlations between each 

of the key independent variables were tested. The results are presented in Table 4. The 

highest correlations are between infant mortality and logged GDP per capita (R = -0.741), 

and between political and economic discrimination (R = 0.646). There are also moderate 

relationships between MSES and logged GDP per capita (R = 0.380), MSES and primary 

commodities exports (R=0.438), MSES and logged population (R = -0.349), and MSES 

and infant mortality (R = -0.335). 
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Table 4: Correlation Matrix of Key Independent Variables 

Variable lny PCE lnPop Soc Frac Inf Mort MSES Pol Dis Eco Dis dy 
dy 0.044 0.101 0.061 -0.068 -0.097 0.035 -0.043 0.035 1 

EconD 0.103 -0.113 0.203 -0.197 -0.092 -0.188 0.646 1  
PolDisc -0.027 0.001 0.149 -0.070 0.128 -0.062 1   
MSES 0.380 0.438 -0.349 -0.001 -0.335 1    

InfMort -0.741 0.004 -0.071 0.358 1     
SocFract -0.299 0.107 -0.022 1      

lnPop -0.048 -0.253 1       
lny 0.101 1        

 
Multivariate Findings 

To establish a baseline against which models that include the new motives 

indicators can be compared, CHR’s original model is run using the updated data. The 

only variable added to CHR’s core model is a code for the period (1-10), so that 

observations within the same country are not treated as completely independent from one 

another. The results from this model are given in Table 5.  

 The coefficients and significance levels from the model with the updated data are 

comparable to CHR’s original model. All of the coefficients maintain their signs, and the 

only variable that loses significance between CHR’s model and the same model in this 

research is social fractionalization. This finding is initially surprising because the social 

fractionalization data are unchanged from the original version, and the indicator was 

highly significant (p < 0.01) in CHR’s models.  

 The discrepancy in the social fractionalization coefficients and significance levels 

are accounted for by the increased number of observations for GDP per capita in the 

updated dataset. When social fractionalization is entered into a logit alone with onset, the 

coefficient and significance levels are similar to what CHR found in their models 

(B=2.447, p<0.01 compared with B=2.173, p<0.01 in CHR). However, when GDP per 

capita is entered into the model, it suppresses the effect of social fractionalization, 
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Table 5: Logit Models of Civil Conflict Onset – Original Data 

DV = onset Model 1 
CHR Orig Data 

Model 2 
CHR – No lny 

Model 3 
CHR Core in Disc 

Period 
 
(ln)GDP per capita 
 
PCE  
 
PCEsq 
 
Peace Years 
 
Former Fr Afr Col 
 
Social Fract. 
 
Young Men 
 
lnPopulation 
 
Mountainous 
 
GDP Growth (Lag) 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predicted 

0.029 (0.046) 

-0.448 (0.114)*** 

3.853 (2.749) 

-5.967 (4.567) 

-0.034 (0.009)*** 

-1.194 (0.576)** 

0.362 (0.728) 

8.955 (9.275) 

0.296 (0.083)*** 

0.006 (0.006) 

-12.787 (2.941)*** 

-4.849 (1.963)** 

1194 

0.832 (0.019) 

0.535 

93.2% at 0.528 

0.018 (0.045) 

-- 

3.432 (2.731) 

-6.851 (4.652) 

-0.046 (0.008)*** 

-0.923 (0.581) 

1.197 (0.702)* 

8.870 (7.727) 

0.319 (0.082)*** 

0.011 (0.006)* 

-13.531 (2.864)*** 

-8.430 (1.758)*** 

1194 

0.802 (0.023) 

0.501 

93.3% at 0.492 

0.027 (0.054) 

-0.456 (0.132)*** 

5.875 (3.494)* 

-10.314 (6.450) 

-0.025 (0.010)** 

-1.211 (0.600)** 

0.444 (0.758) 

7.703 (11.397) 

0.179 (0.098)* 

0.006 (0.007) 

-12.814 (3.188)*** 

-2.779 (2.323) 

721 

0.792 (0.023) 

0.466 

90.2% at 0.701 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 

decreasing the coefficient to 1.078 and raising the p-value to 0.07. When primary 

commodities exports are added, the coefficient falls further to 0.839, and the p-value 

increases to 0.178. While the GDP per capita values for CHR’s dataset and the current 

dataset are highly correlated (R=0.97), the updated dataset includes two hundred more 

observations. Included in those observations are several onset periods in relatively 

homogenous societies. The average social fractionalization score for all country periods 

is 0.178, and the newly added onset periods include three in Cambodia (SFI = 0.028), one 



91 
 

in Lebanon (0.101), and one each in Afghanistan (0.179), Iraq (0.178) and Serbia (0.179). 

The only onset added in the updated dataset in a country where social fractionalization is 

well above the mean is in Laos where SFI is 0.288. This expanded dataset can be said to 

give a more complete picture of the relationship between fractionalization and conflict 

onset. Contrary to CHR’s findings, ethnic and religious diversity does not seem to have 

an effect on the likelihood of a civil war occurring.  

The area under the ROC curve (AUROC) of 0.832 provides a baseline against 

which the models that include the motive indicators can be tested.  The ROC curve is a 

plot of the relationship between the percentage of correctly predicted conflicts and the 

percentage of incorrectly predicted conflicts at any given cutoff point for the probability 

of onset. Higher areas indicate improved predictive power in a model. Therefore, while 

the 0.832 means little in its own right, higher and lower values in the following models 

indicate higher and lower classificatory power, respectively.  

 CHR’s core model is also run without (logged) GDP per capita in model 2. This 

second model is necessary because GDP per capita is moderately correlated with infant 

mortality and MSES, so some models intended for hypothesis tests are run without it. The 

AUROC of 0.802 in model 2 is a useful baseline for evaluating those models in which 

GDP per capita is not included.  

 In the third model, CHR’s core model is run with the sample limited to country-

periods that are included in the Minorities at Risk discrimination dataset. This model and 

its 0.792 unit area under the curve can be used as the basis for assessing the models that 

include the political and economic discrimination variables. In the MAR countries, the 

sign and significance of most of the variables remains unchanged, suggesting that the 
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sample of MAR countries, while not random, does not deviate substantially from overall 

sample.  

The Grievance Model 

 Collier and Hoeffler (2004) first concluded that opportunity is better at explaining 

onset than is grievance when they compared a model of their grievance measures with a 

model of their opportunity measures and found that the opportunity model had 

substantially greater explanatory power than did their grievance model. The argument 

presented here and by Buhaug, Cederman, and Gleditsch (2014) is that the primary 

reason for the limited power of Collier and Hoeffler’s grievance model is that the 

grievance measures were not theoretically justifiable. Therefore, in order to provide an 

initial test of the validity of the grievance measures, the updated grievance model is 

compared with CHR’s feasibility model, below.  

Collier and Hoeffler’s (2004) grievance model included all of their indicators of 

grievance24 as well as peace duration, mountainous terrain, and geographic dispersion. In 

order to re-create the same test, a similar logical approach is taken, with the inclusion of 

the six proposed indicators of grievance: infant mortality, MSES, regime type, political 

discrimination, economic discrimination, and GDP growth along with peace years and 

(logged) population. The results are presented in Table 6.  

In the first model, political and economic discrimination are not included, due to 

the limits the two variables place on the sample. In this model, all of the signs are in the 

expected direction, infant mortality and regime type are significant predictors of onset, 

                                                
24 They include: ethnic fractionalization, religious fractionalization, polarization, ethnic dominance, 
democracy, and population. In their second model, they add income inequality, and in the third, income 
inequality is removed and land inequality is added.  
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Table 6: A Grievance Model of Civil Conflict 

DV = Onset Model 1 
No Discrim 

Model 2 
With Pol Discrim 

Model 3 
With Econ Discrim 

Period 
 
Peace Years 
 
(ln)Population 
 
Infant Mortality 
 
MSES 
 
Full Autocracy 
 
Partial Autocracy 
 
Part Democ w/ Fact 
 
Part/Full Democracy 
 
Transitional 
 
GDP/Capita Growth 
 
Pol Discrimination 
 
Econ Discrimination 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predicted 

0.133 (0.059)** 

-0.033 (0.010)*** 

0.304 (0.091)*** 

0.009 (0.003)** 

-1.285 (0.848) 

1.036 (0.499)** 

1.110 (0.600)* 

1.746 (0.535)*** 

ref 

1.026 (0.557)* 

-2.760 (2.846) 

-- 

-- 

-8.942 (1.802)*** 

1770 

0.793 (0.024) 

0.436 

93.8% at 0.621 

0.155 (0.069)** 

-0.025 (0.011)** 

0.194 (0.100)* 

0.010 (0.004)** 

-1.228 (0.887) 

0.783 (0.567) 

0.648 (0.680) 

1.360 (0.589)** 

ref 

0.635 (0.631) 

-4.489 (3.075) 

0.244 (0.141)* 

-- 

-7.723 (1.936)*** 

700 

0.760 (0.030) 

0.414 

91.4% at 0.504 

0.180 (0.071)** 

-0.024 (0.010)** 

0.187 (0.097)* 

0.012 (0.004)*** 

-0.856 (0.903) 

0.842 (0.561) 

0.610 (0.680) 

1.418 (0.584)** 

ref 

0.644 (0.628) 

-5.539 (3.154)* 

-- 

0.336 (0.129)*** 

-8.187 (1.930)*** 

702 

0.765 (0.030) 

0.427 

91.9% at 0.382 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 

and regime type maintains its inverted U-shaped relationship with the probability of 

onset. The AUROC is 0.793, which is a decrease from CHR’s core model of 0.832, but a 

Hanley and McNeil test indicates that the differences in areas are not significant 

(p=0.185). Therefore, grievance and feasibility can be said to classify onset and non-

conflict periods correctly at similar rates using the updated measures of absolute 

deprivation.  



94 
 

In the second and third models, political and economic discrimination are added 

independently, due to their being highly correlated with one another (R = 0.646). Both 

discrimination measures are significant predictors of onset and in the expected direction. 

Infant mortality and regime type also maintain their significance, although (as noted 

above), the relationship between partial and full autocracies changes due to the 

limitations to the sample. Again, the AUROC decreases between CHR’s feasibility model 

and the grievance model, but the difference between the two is not significant (p = 0.256 

and 0.290 in models 2 and 3, respectively). These findings suggest that, using 

discrimination as a measure of relative deprivation rather than Collier and Hoeffler’s 

fractionalization and polarization scores, grievance and feasibility explain civil war onset 

to similar degrees.  

The comparison between the grievance and feasibility models provides some 

support for the proposal that there may be more merit to the grievance argument than 

CHR allowed; however, as in the prior literature incorporating alternative measures of 

grievance, it is impossible to discern from this approach which grievance indicators add 

what to our current understanding of civil conflict. Therefore, in the next section the 

grievance indicators are added to the feasibility model alone and in conjunction with one 

another in order to determine to what extent they enhance our understanding of where 

civil conflict occurs.  

Ability to Meet Survival Needs 

The first potential grievance discussed above is the inability to meet basic survival 

needs, which is operationalized using the infant mortality rate. The related minor 

hypothesis (H1b) is that the likelihood of conflict onset will be higher in countries in 
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which people are unable to meet their basic survival needs, and the results of the models 

in Table 7 support that hypothesis. The second set of hypotheses (H1 and H1a) are related 

to the idea that comparing the predictive power of the feasibility model plus infant 

mortality with that of the feasibility model alone ought to give an indication of whether 

the ability to meet basic survival needs explains more regarding where conflict occurs 

than does feasibility alone. The results in that regard initially favor the feasibility 

hypothesis; adding infant mortality does not significantly improve the predictive power 

of the model. However, the findings also suggest that the relationships among infant 

mortality, GDP per capita, and conflict onset deserve further exploration.  

 Model 1 includes all of CHR’s core variables, and infant mortality. Not only is the 

infant mortality rate a significant predictor of conflict in the direction hypothesized, but 

the AUROC also increases from 0.832 in the core model to 0.837 in the infant mortality 

model. This increase is not statistically significant according to Hanley and McNeil’s test 

(p = 0.45); which indicates that the difference in strength between the model including 

infant mortality and that which does not include infant mortality is not large enough to 

suggest it is real in the population. However, the significance of the variable does suggest 

that the ability to meet survival needs is related to whether or not civil wars begin.  

The effect of infant mortality on the probability of onset can be better understood 

when the coefficients are entered into the equation 

! =  1
1+ !!(!!!!!!!!⋯!!!!!!!!) 

According to the coefficients found in model 1, the probability of a country with average 

feasibility indicators experiencing a conflict in a given 5-year period is 1.4 percent. If that 

country’s infant mortality rate increases one standard deviation (from 56 deaths per 1,000 



96 
 

live births to 104 deaths), the probability of onset increases to 2 percent. If the infant 

mortality rate increases two standard deviations (to 151 deaths per 1,000 live births), the  

Table 7: Logit Models of Civil Conflict Onset – Feasibility and Infant Mortality 

DV = Onset Model 1 
Inf Mort 

Model 2 
No lny 

Period 
 
(ln)GDP per capita 
 
PCE  
 
PCEsq 
 
Peace Years 
 
Former Fr Afr Col 
 
Social Fract. 
 
Young Men 
 
lnPopulation 
 
Mountainous 
 
Infant Mortality  
 
GDP Growth (Lag) 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predicted 

0.072 (0.064) 

-0.347 (0.163)** 

6.320 (3.635)* 

-14.816 (7.556)** 

-0.030 (0.010)*** 

-1.900 (0.767)** 

0.068 (0.810) 

20.275 (10.304)** 

0.252 (0.091)*** 

0.003 (0.006) 

0.008 (0.004)* 

-10.652 (3.401)*** 

-7.309 (2.650)*** 

1097 

0.837 (0.018) 

0.553 

93.7% at 0.647 

0.124 (0.060)** 

-- 

6.540 (3.611)* 

-16.657 (7.596)** 

-0.036 (0.009)*** 

-1.856 (0.768)** 

0.242 (0.814) 

19.074 (9.362)** 

0.264 (0.092)*** 

0.005 (0.006) 

0.014 (0.003)*** 

-10.766 (3.395)*** 

-10.584 (2.134)*** 

1097 

0.834 (0.020) 

0.537 

93.7% at 0.572 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 

probability of onset more than doubles from the average country to 3 percent. Therefore, 

while the predictive power of the model may not improve significantly with the addition 

of infant mortality, the model suggests that an increase in infant mortality rate of two 

standard deviations influences the likelihood of conflict to the same degree as does a two 
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standard deviation increase in the proportion the population composed of young men 

(from 12.7 to 16.9 percent of the population composed of men between 15 and 49).  

The findings in Model 2 are also telling. In this model, (logged) GDP per capita is 

removed in order to account for the effects of multicollinearity between GDP per capita 

and infant mortality rates. Not only do the significance and effect size of infant mortality 

increase, but the AUROC also increases from CHR’s original model (although not 

significantly). This finding suggests that infant mortality rates contain approximately the 

same predictive power regarding civil conflict onset as does GDP per capita. In addition, 

if GDP per capita and infant mortality are explaining similar components of likelihood of 

onset, the robust relationship between GDP per capita and conflict onset may actually 

exist because it captures a country’s levels of absolute deprivation rather than proxying 

potential rebel’s opportunity costs (as Collier and Hoeffler contend), or state capacity (as 

Fearon and Laitin suggest). This argument will be explored further below. 

Economic Opportunities 

The second measure of absolute deprivation to be tested is manufacturing and 

services exports as a share of GDP (MSES). The minor hypothesis (H3b) is that the higher 

the MSES, the higher the quality and quantity of economic opportunities in the country, 

so the lower should be the likelihood of conflict onset. When MSES is added to CHR’s 

core model, the sign is in the expected direction, but the relationship is not significant 

(presented in Table 8).  

As noted above, MSES and GDP per capita are moderately correlated, so GDP 

per capita is removed in the second model. In that model, MSES is significant and in the 

expected direction. In addition, the AUROC increases slightly from 0.802 in the 
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Table 8: Logit Models of Civil Conflict Onset – Feasibility and MSES 

DV = Onset Model 1 
MSES 1 

Model 2 
MSES 2 – No lny 

Period 
 
Ln(GDP per capita) 
 
PCE  
 
PCEsq 
 
Peace Years 
 
Former Fr Afr Col 
 
Social Fract. 
 
Young Men 
 
lnPopulation 
 
Mountainous 
 
MSES 
 
GDP Growth (Lag) 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predicted 

0.035 (0.048) 

-0.428 (0.121)*** 

4.166 (2.842) 

-6.134 (4.574) 

-0.034 (0.009)*** 

-1.197 (0.576)** 

0.347 (0.728) 

8.878 (9.326) 

0.288 (0.085)*** 

0.005 (0.006) 

-0.410 (0.932) 

-12.709 (2.951)*** 

-4.807 (1.964)** 

1192 

0.832 (0.018) 

0.529 

93.2% at 0.523 

0.048 (0.048) 

-- 

4.762 (2.807)* 

-7.291 (4.586) 

-0.045 (0.008)*** 

-0.986 (0.579)* 

1.005 (0.702) 

8.953 (8.181) 

0.274 (0.085)*** 

0.009 (0.006) 

-1.837 (1.000)* 

-13.189 (2.912)*** 

-7.484 (1.831)*** 

1192 

0.808 (0.022) 

0.504 

93.3% at 0.397 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 

feasibility model with GDP per capita removed to 0.808 in the same model with MSES. 

However, the increase is not significant. The findings suggest that the grievance due to 

lack of economic opportunity measured through MSES does not explain more regarding 

the probability of conflict onset than does feasibility alone. 
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Political Voice 

The third measure of absolute deprivation suggested above is regime type. The 

types were originally coded as full democracies, partial democracies, partial democracies 

with factionalism, partial autocracies, full autocracies, and countries that transitioned 

from one type to another during the 5-year period. There were no episodes of onset 

during any 5-year periods in which a country was a full democracy, which supports the 

suggestion that decreased voice increases the risk of conflict. However, because there are 

no onsets, statistical analysis comparing full democracies with other regime types is 

impossible. Therefore, partial and full democracies were combined for much of this 

analysis, and entered into the model as the reference group. For the models in which 

partial and full democracies are included as the reference group, the findings regarding 

other regime types should be interpreted as being in comparison with all democracies 

(full or partial) without factionalism.  

 Consistent with H2b, the regime type model indicates that all regime types are 

more likely to experience conflict onset in a 5-year period than are democracies without 

factionalism. The difference between democracies without factionalism and democracies 

with factionalism is significant, as well as the difference between democracies without 

factionalism and full autocracies. The AUROC remains relatively unchanged from the 

CHR model (0.832 to 0.830) when regime types are included, suggesting that while the 

effect of political voice on conflict likelihood may be real, it may not be substantial and it 

may not explain more than does feasibility alone.  

The bivariate analysis presented in Table 3 indicates that partial autocracies are 

more likely to experience conflict than are full autocracies, but the findings in Table 9 

appear to suggest that partial autocracies are less likely to experience conflict than are full 
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Table 9: Logit Models of Civil Conflict Onset – Feasibility and Regime Type 

DV = Onset Model 1 
Regime Type 

Model 2 
No PCE/Gr 

Model 3 
Part Autoc Ref 

Model 4 
No FD, Fact Ref 

Period 
 
Ln(GDP/cap) 
 
PCE  
 
PCEsq 
 
Peace Years 
 
Fmr Fr Afr Col 
 
Social Fract. 
 
Young Men 
 
lnPopulation 
 
Mountainous 
 
Full Autocracy 
 
Partial Autocracy 
 
Part Dem w/ Fact 
 
Part/Full Democ 
 
Transition 
 
GDP Gr (Lag) 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predict 

0.066 (0.051) 

-0.350 (0.137)** 

3.524 (2.851) 

-5.698 (4.665) 

-0.037 (0.010)*** 

-1.242 (0.638)* 

0.662 (0.763) 

7.156 (9.785) 

0.312 (0.088)*** 

0.010 (0.006) 

0.940 (0.488)* 

0.555 (0.614) 

1.227 (0.527)** 

ref 

0.881 (0.528)* 

-9.822 (3.347)*** 

-6.705 (2.194)*** 

1101 

0.830 (0.020) 

0.553 

93.6% at 0.714 

0.021 (0.046) 

-0.373 (0.123)*** 

-- 

-- 

-0.034 (0.009)*** 

-1.235 (0.634)* 

1.045 (0.706) 

6.326 (8.992) 

0.270 (0.076)*** 

0.004 (0.006) 

0.838 (0.469)* 

0.884 (0.545) 

1.336 (0.510)*** 

ref 

0.904 (0.516)* 

-- 

-5.454 (2.043)*** 

1175 

0.808 

0.527 

93.4% at 0.605 

0.021 (0.046) 

-0.373 (0.123)*** 

-- 

-- 

-0.034 (0.009)*** 

-1.235 (0.634)* 

1.045 (0.706) 

6.326 (8.992) 

0.270 (0.076)*** 

0.004 (0.006) 

-0.046 (0.400) 

ref 

0.452 (0.469) 

-0.884 (0.545) 

0.020 (0.466) 

-- 

-4.570 (1.978)** 

1175 

0.808 

0.527 

93.4% at 0.605 

0.054 (0.052) 

-0.294 (0.141)** 

3.258 (2.845) 

-5.475 (4.642) 

-0.035 (0.010)*** 

-1.285 (0.638)** 

0.647 (0.767) 

5.100 (9.892) 

0.302 (0.088)*** 

0.009 (0.006) 

-0.263 (0.395) 

-0.623 (0.538) 

ref 

-0.922 (0.529)* 

-0.344 (0.457) 

-9.646 (3.315)*** 

-5.368 (2.128)** 

888 

0.789 

0.486 

92.0% at 0.687 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 
 

autocracies. This finding is due to cases that are removed from the model when primary 

commodities and GDP growth are included rather than the suppression effect of any of 

the control variables. This skewing of the data can be seen when regime type is run alone 
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with conflict onset for a sample restricted to those for which there are observations for 

PCE and growth (Appendix D1). When the same model is run again removing PCE and 

growth, the difference between democracies without factionalism and partial autocracies 

remains non-significant, but the true inverted U-shape of the relationship returns.  

 As mentioned in chapter 2, one of the limitations of the ordinal polity measure is 

that states at the poles of the measure may have greater capacity than do anocratic states 

that measure in the middle of the polity spectrum. If polity is capturing capacity, then it is 

possible that full autocracies will be more stable than are partial autocracies. In that case, 

the fully autocratic states out to be significantly less likely to experience conflict than are 

partially autocratic states, in spite of their lower levels of political voice. In order to test 

this assertion, in model 3 partial autocracies are included as the reference category. Again 

PCE and growth are removed from the model due to the effect the missing data.  

In this model, partial autocracies are not significantly different from any of the 

other regime types. Therefore, in spite of the coefficient suggesting that there is a 

protective effect to the capacity of full autocracies, it does not appear as though the 

difference between the types of autocracy is large enough to conclude it is real in the 

population.  

The second limitation to polity suggested above is that partial democracies with 

factionalism are in the middle of the polity spectrum, but they may also provide the 

highest probability of relative differences in political voice among ethnic or religious 

groups. In order to test the difference between democracies with factionalism and other 

regime types, democracies with factionalism are entered into model 4 as the reference 
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group. In addition, all full democracies are removed from this model, to get a more 

accurate comparison between partial democracies and democracies with factionalism.  

According to the data presented in model 4, democracies with factionalism are 

significantly more likely to experience conflict than are partial democracies without 

factionalism. This finding lends further support to the idea that factionalism may capture 

some form of relative deprivation regarding political voice. In order to further test this 

assumption, a cross tabulation (Appendix Table D2) of regime type (factionalized versus 

non-factionalized) and political discrimination scores was performed. This initial test 

indicates that there is no difference in the likelihood of discrimination in factionalized 

versus all non-factionalized countries. However, in an examination of only democracies, 

47.1 percent of the factionalized democracies enacted politically repressive policies 

against specific ethnic groups, while only 27.5 percent of the other democracies in the 

Minorities at Risk dataset. Those findings are presented in Table 10. The cross-tabulation 

Table 10: Cross Tabulation of Political Discrimination and Factionalized 
Democracies among Democracies Only 

 
 Not Factionalized Factionalized Total 

No Discrimination 5.7% 4.7% 5.4% 
Neglect/Remedial Policies 20.4% 5.9% 16.2% 

Neglect/No Remedial Policies 14.7% 12.9% 14.2% 
Exclusion/Neutral Policy 31.8% 29.4% 31.1% 

Exclusion/Repressive Policy 27.5% 47.1% 33.1% 
Total N 221 85 296 

    �2 = 15.208, p < 0.01 
 

should be treated with caution, because it only contains countries that meet the Minorities 

at Risk inclusion criteria. However, these data do suggest that the increased likelihood of 

relative deprivation may play some role in distinguishing factionalized from non-

factionalized democracies regarding their likelihood of conflict.  
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Further, there is no significant difference between factionalized democracies and 

either type of autocracy regarding their conflict likelihood. This finding initially suggests 

that the effect of relative political deprivation is similar to that of absolute political 

deprivation regarding its relationship with onset. However, an examination of the 

political discrimination scores of autocracies compared with factionalized countries 

(Appendix Table D3) suggests that the regime types implement repressive policies at 

similar rates. Therefore, rather than autocracy representing absolute deprivation, it 

appears that it may represent a greater likelihood of relative deprivation.  

All Absolute Deprivation Measures 

In Table 11, all of the basic human needs variables are considered together. If 

knowing the degree to which absolute deprivation is present adds to our understanding of 

where civil wars occur, then the area under the ROC curve ought to be larger than is the 

area under the curve in CHR’s original model, and the absolute deprivation variables 

ought to be significant predictors of conflict. In the original model, the AUROC was 

0.832, with a standard error of 0.021. In the absolute deprivation model, the AUROC 

increases to 0.843, with a standard error of 0.020. However, the Hanley and McNeil test 

indicates that this increase in AUROC curves is not significant (p = 0.396); therefore, it 

cannot be argued that the basic human needs model explains more than does CHR’s 

feasibility model. In addition, in the first model, neither MSES nor infant mortality is a 

significant predictor of conflict onset, but regime type remains significant and in the 

expected direction.   
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Table 11: Logit Models of Civil Conflict Onset – Feasibility and Basic Human Needs 

DV = Onset Model 1 
BHN – All 

Model 2 
BHN – No MSES 

Model 3 
BHN – no FullDemo 

Model 4 
BHN – no lny 

Period 
 
(Ln) GDP per capita 
 
PCE  
 
PCEsq 
 
Peace Years 
 
Former Fr Afr Col 
 
Social Fract. 
 
Young Men 
 
lnPopulation 
 
Mountainous 
 
Full Autocracy 
 
Partial Autocracy 
 
Part Democ w/ Fact 
 
Part/Full Democracy 
 
Transition 
 
Infant Mortality 
 
MSES 
 
GDP Growth (Lag) 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predicted 

0.089 (0.071) 

-0.323 (0.187)* 

6.534 (3.938)* 

-15.651 (8.258)* 

-0.029 (0.011)*** 

-2.393 (1.039)** 

0.203 (0.854) 

19.528 (11.075)* 

0.252 (0.101)** 

0.005 (0.007) 

0.904 (0.515)* 

0.430 (0.671) 

1.339 (0.548)** 

ref 

0.724 (0.564) 

0.007 (0.005) 

-0.165 (1.009) 

-7.716 (3.816)** 

-8.243 (2.911)*** 

1010 

0.842 (0.020) 

0.569 

94.0% at 0.616 

0.088 (0.070) 

-0.331 (0.181)* 

6.439 (3.885)* 

-15.647 (8.264)* 

-0.029 (0.011)*** 

-2.392 (1.039)** 

0.204 (0.855) 

19.574 (11.050)* 

0.256 (0.098)*** 

0.005 (0.007) 

0.898 (0.514)* 

0.423 (0.669) 

1.333 (0.546)** 

ref 

0.722 (0.564) 

0.007 (0.005) 

-- 

-7.755 (3.808)** 

-8.285 (2.903)*** 

1770 

0.842 (0.020) 

0.572 

94.0% at 0.617 

0.075 (0.072) 

-0.279 (0.191) 

6.256 (3.897) 

-15.161 (8.111)* 

-0.028 (0.010)*** 

-2.428 (1.039)** 

0.221 (0.856) 

17.303 (11.260) 

0.236 (0.101)** 

0.004 (0.007) 

0.662 (0.511) 

0.189 (0.667) 

1.070 (0.550)* 

Partial = Ref 

0.460 (0.564) 

0.006 (0.005) 

-0.256 (1.015) 

-7.579 (3.783)** 

-7.550 (2.917)*** 

804 

0.798 (0.025) 

0.498 

92.4% at 0.603 

0.136 (0.067)** 

-- 

6.609 (3.917)* 

-16.735 (8.265)** 

-0.033 (0.010)*** 

-2.386 (1.039)** 

0.358 (0.854) 

17.349 (10.356)* 

0.259 (0.102)**  

0.006 (0.007) 

1.120 (0.510)** 

0.701 (0.656) 

1.510 (0.543)*** 

ref 

0.880 (0.564) 

0.011 (0.004)** 

-0.613 (1.018) 

-7.754 (3.794)** 

-11.011 (2.419)*** 

1010 

0.839 (0.020) 

0.598 

94.0% at 0.330 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 
 

In the models in which each of the grievances were entered independently, the 

highest AUROC returned was 0.837, with neither MSES nor regime type improving on 

the power of CHR’s original model to classify onset and non-conflict periods. The 
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combination of regime type and infant mortality does yield a non-significant increase in 

AUROC (0.842) compared with the use of either of them independently (0.830 and 0.837 

respectively). As given in model 2, the infant mortality variable is not significant, but 

controlling for infant mortality does seem to be necessary in order for regime type to be 

meaningful in terms of helping improve the power of the model to classify cases of onset 

accurately in the sample.  

Using the coefficients given in model 1 the effect of regime type can be more 

fully understood. The probability of the average country in the sample entering into 

conflict in a given 5-year period is 1.0 percent. If the same country is a democracy 

without factionalism, the probability is cut almost in half to 0.6 percent. However, 

changing that country from a democracy without factionalism to a democracy with 

factionalism more than triples the probability of conflict onset to 2.1 percent. In 

comparison with the feasibility model, in order to achieve the effect of changing a 

democracy without factionalism to a democracy with factionalism on conflict likelihood 

using the feasibility indicators, one would have to decrease GDP per capita by more than 

2.5 standard deviations, increase the proportion of young men in the population by more 

than 3.5 standard deviations, or increase the overall population by more than three 

standard deviations.  

 These findings suggest that, in spite of the overall model not being a significant 

improvement over CHR’s model, regime type is a salient predictor of conflict onset both 

in absolute terms and relative to the feasibility indicators. The mechanisms underlying 

why, however, are still somewhat obscure. The theory proposed above was that 

factionalism represents a greater chance for relative deprivation. However, it was also 
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posited that the “partial” regime types tend to have less capacity than do the “full” 

democracies and autocracies. Because partial and full democracies were combined in this 

analysis, it is difficult to determine whether the difference between the factionalized and 

non-factionalized democracies is a result of differences in capacity or differences in 

factionalism.  

 In order to test these competing theories, the model was run again with full 

democracies removed from the analysis rather than being combined with partial 

democracies without factionalism (model 3). If the difference between partial 

democracies and partial democracies with factionalism remained significant, it could be 

attributed to factionalism rather than to capacity. If partial democracies and partial 

democracies with factionalism were not significantly different, however, then the original 

difference between the two groups should be attributed to differences in capacity between 

full and partial democracies. In the model with full democracies completely removed 

from the analysis, partial democracies with factionalism remained significantly more 

likely to experience civil conflict than did partial democracies without factionalism 

(β=1.070, SE=0.550). Therefore, it can be concluded that the difference in the types of 

democracy is due to factionalism rather than to capacity.  

 In model 3, GDP per capita is removed from the model to account for potential 

multicollinearity, and two worthwhile results emerge. First, and perhaps most important, 

the model increases strength compared with CHR’s original model (AUROC = 0.839 

compared with 0.832). This finding is important because the feasibility and capacity 

theorists tend to interpret GDP per capita in terms of their theories. That is, CHR argue 

that a smaller GDP per capita is indicative of lower opportunity costs for potential rebels, 
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which increases the feasibility of rebel recruitment. Fearon and Laitin (2003) suggest that 

a low GDP per capita is indicative of weak state capacity, which favors the conditions for 

insurgency. The fact that the model improves when GDP per capita is removed but 

indicators of absolute deprivation are added suggests, however, that GDP per capita’s 

robust relationship with conflict onset may actually be due to it capturing levels of 

grievance within the state. In states with a low GDP per capita, it is difficult to have basic 

human needs met. It may be this relationship with grievance, rather than with feasibility 

or low state capacity that links per capita income with conflict onset.  

 Second, when GDP per capita is removed, infant mortality becomes a significant 

predictor of conflict onset. If GDP per capita is actually capturing absolute deprivation 

rather than feasibility or weak government capacity, then this result suggests that the 

relationship between the ability to meet survival needs and conflict onset is likely to be 

real in the population. The result also brings to light a competing theory to that currently 

espoused by the absolute deprivation theorists. It is possible that rather than absolute 

deprivation leading to frustration which leads to aggression, absolute deprivation 

represents decreased opportunity costs for potential rebels, which leads to aggression in 

the event the relative deprivation is present. This theory will be explored further in the 

next section.  

 Stepwise Regression. The last set of models that are explored relating absolute 

deprivation alone to conflict onset is a stepwise regression to explore whether the 

grievance variables are as salient as are the opportunity variables in explaining conflict 

onset. If grievances influence the likelihood of conflict onset, then the grievance variables 
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ought to remain in the stepwise models. If CHR are correct that conflict occurs where it is 

feasible regardless of motives, then only their core variables ought to remain.  

Table 12: Stepwise Logit Models of Civil Conflict Onset – Basic Human Needs 

DV = Onset Model 1 
Bwd Conditional 

Period 

(Ln) GDP per capita 

PCE  

PCEsq 

Peace Years 

Former Fr Afr Col 

Social Fract. 

Young Men 

lnPopulation 

Mountainous 

Full Autocracy 

Partial Autocracy 

Part Democ w/ Fact 

Part/Full Democracy 

Transition 

Infant Mortality 

MSES 

GDP Growth (Lag) 

Constant  

N  

ROC Area 

Youden Index 

Max Corr Predicted 

0.086 (0.068) 

-0.352 (0.179)** 

6.221 (3.681)* 

-15.520 (8.093)* 

-0.028 (0.010)*** 

-2.454 (1.034)** 

-- 

20.868 (10.617)** 

0.246 (0.095)*** 

-- 

0.897 (0.511)* 

0.445 (0.665) † 

1.326 (0.547)** 

ref 

0.702 (0.562) † 

0.007 (0.005) 

-- 

-7.516 (3.770)** 

-8.018 (2.851)*** 

1013 

0.814 (0.020) 

0.578  

94.0% at 0.629 
Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 
† Did not appear in original stepwise. Added later for interpretation. 
 

A backward conditional stepwise regression was run. The backward was chosen 

rather than the forward because the intent was to consider all of the variables that are 
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thought to explain conflict onset, and remove those that do not add to the “story.” A cut 

point of 0.10 was chosen for inclusion in the model, and 0.15 for exclusion. The results of 

the regression are presented in Table 12 above.  

Social fractionalization, mountainous terrain, and MSES were removed from the 

backward conditional stepwise regression as statistically irrelevant indicators. Initially, 

the time period, partial autocracies, and transitional countries were also removed by SPSS 

in its automatically generated model. However, the period was re-added to the model so 

that the observations for each period are not treated as independent from one another. The 

regime types were also re-added manually for interpretation. If partial autocracies and 

transitional countries were removed, then any effect of the regime types that remained 

would be considered in comparison to partial autocracies, partial democracies, full 

democracies, and transitional countries. By re-inserting the removed types into the model, 

the effect of being a full autocracy or a partial democracy with factionalism can be 

interpreted with reference to being a democracy without factionalism. The removal of the 

social fractionalization scores and mountainous terrain from the stepwise model does not 

seriously impact CHR’s argument that feasibility plays a role in determining where 

conflict will occur. Other strong indicators of feasibility such as being a former French 

African colony with protection guarantees and youth bulge remain significant predictors 

of conflict onset in the directions a feasibility hypothesis would suggest.  

The addition of infant mortality and regime type, however, suggests that there is 

more to the story of conflict onset than simply feasibility. While CHR’s “potential for 

grievance” indicator of social fractionalization does not add to our understanding of 

onset, there does seem to be a statistical role for the new indicators of absolute 
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deprivation. These preliminary findings indicate that knowing the levels of grievance in a 

country may add to the feasibility explanation, in spite of the AUROC curves not being 

statistically significantly different. 

Relative Deprivation  

 There are three indicators posited above for measuring relative deprivation. 

Political and economic discrimination along ethnic lines are tested as indicators of 

aspirational deprivation, as codified discrimination is likely to be perceived as unjust, and 

the discrimination measured by the Minorities at Risk Project falls along identity-based 

cleavages. Negative or slow growth in GDP per capita is used to capture decremental 

deprivation, because in countries where negative or limited growth occurs, people may 

perceive that their current opportunities do not compare favorably with those they had in 

the past.  

 Decremental Deprivation. Change in GDP per capita was one of CHR’s core 

variables, so it is included in all of the models tested above. For CHR, negative or low 

changes in GDP per capita represented decreasing opportunity costs for potential rebels. 

In this research, it is argued that changes in GDP per capita are best thought of in terms 

of decremental deprivation. Where a change from high growth to low growth may 

represent fewer economic opportunities, those opportunities would be better captured by 

the overall GDP per capita than by the growth rate. It would be difficult to argue that a 

country with high GDP per capita that experiences several years of negative growth 

would have the same opportunity costs for potential insurgents as would a country with a 

low GDP per capita that experiences several years of negative growth. Citizens’ 

opportunities may be decreasing at the same rate, but their overall opportunity costs 
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would not be the same. However, the same two countries would be experiencing similar 

rates of decremental deprivation. In other words, people’s value expectations would be 

decreasing at the same rate, even if the absolute values of those expectations were vastly 

different. With that, in this research it is argued that the (lagged) change in GDP per 

capita is more logically interpreted as decremental deprivation than as opportunity cost.   

 Change in GDP per capita is one of the most robust indicators of conflict onset 

that is tested in this research. It remains significant and in the expected direction for all 

models, including the stepwise regressions. In addition, when the feasibility model is run 

without growth included as an indicator, the AUROC drops from 0.832 to 0.810, 

indicating the substantial role change in GDP per capita plays in determining where 

conflict will occur. However, this decrease in the AUROC is still not significant 

according to the Hanley and McNeil criterion.  

This change AUROC curves is depicted graphically in Figure 3. CHR’s original 

model is shown in red, with the model without change in GDP per capita illustrated in 

green. It is clear that the inclusion of change in GDP per capita improves the ability of the 

model to correctly classify cases at almost all cut-points. This improvement suggests that 

if change in GDP does capture decremental deprivation rather than opportunity, then such 

deprivation substantially affects when and where civil conflict occurs. 

To determine the extent of this impact, the original feasibility model can be used. 

The average country—which experiences a 2.2 percent growth rate in GDP per capita—

has a 2.1 percent chance of experiencing conflict in a given 5-year period. If the per 

capita GDP growth rate falls one standard deviation to -2.1 percent, the probability of 
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Figure 3: ROC Curves for Feasibility v. Feasibility w/out Growth in GDP per capita 

 

conflict increases more than 60 percent to 3.5 percent. If it falls another standard 

deviation to -6.4 percent, the probability of conflict jumps to 6 percent. The only other 

variables that have this degree of an effect on conflict probability in the feasibility model 

are GDP per capita and population. Therefore, if change in GDP per capita is better 

interpreted as a measure of decremental deprivation than of changes in state capacity or 

opportunity cost, then these findings suggest that relative deprivation with respect to time 

does increase the likelihood of violent conflict to a substantial degree.  

 Aspirational Deprivation. Political and economic discrimination are used to test 

the degree to which aspirational deprivation affects the likelihood of conflict. Those data 

are drawn from the Minorities at Risk discrimination dataset, in which only countries that 

have minority groups that meet MAR’s definition of “at risk” are included. Therefore, the 
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findings should be interpreted as applicable to a sample of countries with minorities at 

risk rather than being generalizable to all countries.  

  Due to the change in sample, a new baseline established by running CHR’s core 

model with a sample only from the countries included in the discrimination dataset. In this 

limited sample dataset (Table 13, model 1), the coefficients and significance levels of the 

variables remain consistent with previous models. The AUROC drops slightly to 0.792, 

and the percent of cases correctly predicted falls slightly to 90.2 percent.  

  In the second model, only political discrimination is included, while economic 

discrimination is entered in the third. The discrimination variables are entered 

independently at first for two reasons. First, using this method the effect of each on the 

strength of the overall model can be determined. Second, political and economic 

discrimination are highly correlated (R = 0.646), and complications due to 

multicollinearity are likely.  

   In both models 2 and 3 the discrimination variables are significant and in the 

expected direction. In model 2, the average country has a 3.5 percent chance of 

experiencing conflict in a given 5-year period. This increase from the general model is 

expected, as the sample is drawn from countries with at-risk populations. When there is no 

political discrimination present within a country, that risk drops to 1.1 percent. When a 

country’s public polices “substantially restrict [a] group’s political participation by 

comparison with other groups,” however (a code of 4 in the discrimination dataset), the 

likelihood of conflict increases five-fold to 5.3 percent.  

  A similar story unfolds relating economic discrimination to onset. Where there is 

no economic discrimination, the probability of conflict among the sample of minorities-at- 
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Table 13: Logit Models of Civil Conflict Onset – Relative Deprivation 

DV = Onset Model 1 
CHR Core in Disc 

Model 2 
Pol Discrimination 

Model 3 
Econ Discrimin. 

Model 4 
All Rel Dep 

Period 

(Ln)GDP per capita 

PCE  

PCEsq 

Peace Years 

Former Fr Afr Col 

Social Fract. 

Young Men 

lnPopulation 

Mountainous 

Political Discrim 

Economic Discrim 

GDP Growth (Lag) 

Constant  

N  

ROC Area 

Youden Index 

Max Corr Predicted 

0.027 (0.054) 

-0.456 (0.132)*** 

5.875 (3.494)* 

-10.314 (6.450) 

-0.025 (0.010)** 

-1.211 (0.600)** 

0.444 (0.758) 

7.703 (11.397) 

0.179 (0.098)* 

0.006 (0.007) 

-- 

-- 

-12.814 (3.188)*** 

-2.779 (2.323) 

721 

0.792 (0.023) 

0.466 

90.2% at 0.701 

0.076 (0.058) 

-0.481 (0.136)*** 

6.900 (3.595)* 

-12.098 (6.717)* 

-0.026 (0.010)** 

-1.343 (0.607)** 

0.459 (0.767) 

0.735 (11.803) 

0.137 (0.097) 

0.005 (0.007) 

0.414 (0.135)*** 

-- 

-13.278 (3.197)*** 

-2.595 (2.327) 

721 

0.802 (0.024) 

0.472 

90.7% at 0.447 

0.070 (0.057) 

-0.483 (0.135)*** 

6.752 (3.581)* 

-11.701 (6.624)* 

-0.025 (0.010)** 

-1.025 (0.600)* 

0.773 (0.784) 

2.243 (11.847) 

0.133 (0.099) 

0.004 (0.007) 

-- 

0.324 (0.125)*** 

-13.323 (3.232)*** 

-2.359 (2.366) 

723 

0.798 (0.024) 

0.446 

90.6% at 0.437 

0.084 (0.059) 

-0.487 (0.136)*** 

7.056 (3.616)* 

-12.354 (6.747)* 

-0.026 (0.010)** 

-1.227 (0.618)** 

0.591 (0.787) 

-0.180 (11.909) 

0.127 (0.098) 

0.004 (0.007) 

0.342 (0.163)** 

0.123 (0.153) 

-13.421 (3.212)*** 

-2.475 (2.346) 

721 

0.802 (0.025) 

0.464 

90.7% at 0.461 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 

risk countries is 1.6 percent. However, when the economic participation of some groups is 

substantially restricted in comparison with others (coded 4), the probability increases to 

5.6 percent. In both discrimination models the AUROC also increases slightly over model 

1, but the improvement is minimal.  

  In the fourth model, both discrimination variables are included along with the 

change in per capita GDP. All three of the indicators of relative deprivation maintain their 

signs, but economic deprivation is no longer significant. This loss of significance is likely 
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due to political and economic discrimination explaining the same variance in the log odds 

of onset. Because they are explaining similar variances, it is appropriate to remove one 

from the model, and treat models 2 and 3 as the more instructive in the table.  

  The findings in Table 13 suggest that both aspirational and decremental 

deprivation affect the likelihood of conflict onset. High degrees of political or economic 

discrimination can have a five-fold increase in the probability of conflict, even when only 

considering countries where there are already at-risk groups. Likewise, as discussed 

above, a decrease in growth rates by two standard deviations from average can triple the 

likelihood of civil war occurring.  

  Stepwise Regressions. In model 1 in Table 14, the relative deprivation measures 

are entered into a stepwise regression in order to determine which of CHR’s and the 

proposed indicators of relative deprivation best explain onset. GDP per capita, primary 

commodities exports, peace years, being a former French African colony, political 

discrimination, and growth in GDP per capita remained in the model. This result suggests 

again that indicators of grievance are salient predictors of conflict onset.  

In model 2, all of the motives variables are considered together. Because the 

Minorities at Risk data are included in the initial model, these findings should also be 

interpreted to apply only in the countries in which there are “at risk” groups. The motives 

variables that remain after the stepwise regression is performed include infant mortality, 

political discrimination, and GDP growth per capita. This model suggests that even 

controlling for relative deprivation, absolute deprivation plays a role in conflict onset and 

vice-versa.  
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Table 14: Logit Models of Civil Conflict Onset – Stepwise Regressions 

 
DV = Onset Model 1 

SW Rel Dep Bwd 
Model 2 
SW All 

Model 3 
SW – No lny 

Period 

(Ln)GDP per capita 

PCE  

PCEsq 

Peace Years 

Former Fr Afr Col 

Social Fract. 

Young Men 

lnPopulation 

Mountainous 

Infant Mortality 

MSES 

Full Autocracy 

Partial Autocracy 

Part Democ w/ Fact 

Part/Full Democ 

Transition 

Political Discrim 

Economic Discrim 

GDP Growth (Lag) 

Constant  

N  

ROC Area 

Youden Index 

Max Corr Predicted 

0.090 (0.055) 

-0.513 (0.131)*** 

5.941 (3.265)* 

-11.332 (6.387)* 

-0.027 (0.010)*** 

-1.504 (0.576)*** 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

-- 

0.440 (0.133)*** 

-- 

-13.058 (3.169)*** 

0.153 (1.010) 

721 

0.793 (0.026) 

0.431 

90.6% at 0.405 

0.156 (0.076)** 

-0.401 (0.191)** 

9.573 (4.343)** 

-19.680 (9.378)** 

-0.023 (0.011)** 

-2.647 (1.039)** 

-- 

-- 

0.156 (0.105) 

-- 

0.009 (0.005)* 

-- 

-- 

-- 

-- 

-- 

-- 

0.322 (0.150)** 

-- 

-8.144 (4.122)** 

-4.406 (2.609)* 

632 

0.811 

0.500 

91.3% at 0.315 

0.186 (0.075)** 

-- 

5.797 (4.236) 

-15.260 (9.039)* 

-0.027 (0.011)** 

-2.560 (1.049)** 

-- 

19.921 (12.838) 

-- 

-- 

0.015 (0.004)*** 

-- 

0.622 (0.571) 

0.014 (0.714) † 

0.894 (0.596) 

ref 

0.224 (0.642) † 

0.311 (0.156)** 

-- 

-8.128 (4.233)* 

-7.960 (1.854)*** 

632 

0.810 (0.028) 

0.514 

91.5% at 0.466 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 

In model 3, per capita GDP is removed in order to test whether the motives 

explain the same variance in probability of conflict onset as does GDP. The AUROC 

only drops 0.001 units, which suggests again that when grievances are controlled for in 

models of conflict onset, GDP per capita does not add much to the explanation of where 

conflict occurs. Therefore, contrary to Collier and Hoeffler (2004) or Fearon and Laitin’s 
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(2003) arguments, GDP per capita may capture grievances rather than opportunity cost or 

capacity.  

Digging Deeper: The Interactions Among the Independent Variables 

 In addition to the hypotheses regarding the independent effects of each of the 

measures of grievance on the likelihood of conflict, there were also several hypotheses 

proposed regarding the effects of some of the independent variables at varying levels of 

other independent variables. Those hypotheses will be explored further, here. The first 

question is whether GDP per capita should be thought of as a measure for the likelihood 

of grievance rather than for capacity or opportunity cost. The second is the question of 

whether the level of some basic needs impacts the effects of other basic needs. A third 

question came out of the data rather than the literature review, which is whether 

indicators of absolute deprivation are better thought of as proxies for opportunity cost 

than for grievance. That question will also be explored below.  

Does GDP/capita Capture Opportunity Cost, Capacity, or Grievance Propensity?  

 GDP per capita is one of the most robust indicators of civil conflict across the 

literature. However, because GDP per capita is often highly correlated with many factors 

in a given country, the mechanisms underlying this relationships are not well understood. 

CHR argue that GDP per capita is best thought of as a measure of the opportunity cost for 

potential rebels. When GDP per capita is high, legitimate economic opportunities exist, 

and citizens would have to forego those opportunities in order to join a rebellion. As the 

cost of the foregone opportunities increases, so does the cost of joining an insurgency. 

Therefore, as GDP per capita increases, the likelihood of conflict decreases.  
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Fearon and Laitin (2003) prefer to look at GDP per capita through the lens of state 

capacity. They contend that when GDP per capita is low, so are the state’s resources and, 

therefore, so is the state’s ability to prevent and put down insurgencies. As GDP per 

capita decreases, then, the projected cost of insurgency decreases, the probability of 

victory increases, and therefore the probability of conflict increases.  

In the models above, when measures of either absolute or relative deprivation are 

included, the importance of GDP per capita in explaining conflict onset was greatly 

diminshed. Those findings suggest that rather than capturing capacity or opportunity, 

GDP per capita may best be thought of as an indicator of the likelihood of grievance. As 

GDP per capita decreases, so does the likelihood of the ability to meet basic needs, which 

then leads to conflict.  

In order to test these competing explanations of the relationship between GDP per 

capita and civil conflict onset, the effect of GDP per capita will be considered at high and 

low levels of grievance. Per H6, if CHR are correct, and GDP per capita is a measure of 

feasibility, and feasibility drives conflict independent of motive, then GDP per capita 

ought to remain negative and significant at all motive levels. In other words, if CHR are 

correct, regardless of whether absolute or relative deprivation levels are low or high, the 

effect of GDP ought to remain the same. However, if GDP per capita is actually 

capturing either absolute or relative deprivation rather than feasibility, then its effects 

when grievance levels are restricted to high or low ought to disappear.  

Because the infant mortality rate is used to capture the ability to meet basic 

survival needs within a state, it is also used as a measure of base-level absolute 

deprivation here. It is presumed that if infant mortality rates are low, people are largely 
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able to meet their most basic survival needs. However, when infant mortality rates are 

high, it signifies difficulty meeting those needs. Therefore, the sample is split into low, 

medium, and high infant mortality rates in order to test the effects of GDP per capita at 

each level.  

When infant mortality rates are divided into equal thirds, there are too few cases 

of conflict onset in the “low” category country-periods to perform any meaningful 

analysis. Therefore, in order to ensure a reasonable number of onsets for each of the 

models, the infant mortality rates during onset country-periods are compared. The periods 

were ranked by infant mortality rate and cut into thirds. The top third, considered “high” 

infant mortality, is those with greater than 114 deaths per 1,000 live births. The bottom 

third, considered “low” infant mortality, includes those with fewer than 74 deaths per 

1,000 live births.  

The GDP per capita growth rate is used as the indicator for high and low relative 

deprivation levels. It would be ideal to include differences in aspirational deprivation as 

well as those for decremental deprivation; however, that method of dividing the sample is 

not feasibile due to the limitations of the Minorities at Risk dataset. Because growth has a 

clear and logical division point at 0, positive growth is considered “high” and negative 

growth is considered “low.”  

The findings given in Table 15 indicate that at high levels of grievance (high 

infant mortality and negative growth), GDP per capita is not significant. However, at low 

levels of grievance (low infant mortality and positive growth), GDP per capita is both 

negative and signifcant. This suggests that a combination of the competing stories 

proposed above is at play.  
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Table 15: The Effect of GDP per Capita at Varying Levels of Grievance 

DV = Onset Model 1 
High Inf Mort 

Model 2 
Low Inf Mort 

Model 3 
Positive Growth 

Model 4 
Negative Growth 

Period 
 
(Ln)GDP per capita 
 
PCE  
 
PCEsq 
 
Peace Years 
 
Former Fr Afr Col 
 
Social Fract. 
 
Young Men 
 
lnPopulation 
 
Mountainous 
 
GDP Growth (Lag) 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predicted 

0.332 (0.128)*** 

-0.294 (0.435) 

4.811 (7.204) 

-11.094 (13.757) 

-0.041 (0.025) 

-1.637 (0.970)* 

2.903 (1.896) 

50.815 (27.327)* 

-0.079 (0.222) 

0.017 (0.014) 

-12.986 

(5.825)** 

-7.073 (4.615) 

183 

0.839 (0.037) 

0.551 

90.2% at 0.568 

-0.079 (0.092) 

-0.404 (0.200)** 

7.508 (8.302) 

-30.152 (24.275) 

-0.025 (0.015)* 

-- 

0.007 (1.524) 

34.163 

(14.785)** 

0.295 (0.148)** 

0.011 (0.011) 

-10.982 (6.302)* 

-8.374 (4.171)** 

716 

0.874 (0.023) 

0.697  

96.5% at 0.511 

0.036 (0.054) 

-0.528 (0.147)*** 

3.409 (3.464) 

-5.771 (5.782) 

-0.034 (0.012)*** 

-1.548 (1.058) 

0.075 (0.934) 

7.449 (12.806) 

0.255 (0.094)*** 

0.004 (0.007) 

-- 

-3.758 (2.443) 

947 

0.829 (0.022) 

0.532 

94.5% at 0.463 

0.002 (0.093) 

-0.331 (0.201) 

6.987 (4.977) 

-10.504 (8.352) 

-0.034 (0.015)** 

-0.810 (0.687) 

1.265 (1.221) 

12.826 (15.040) 

0.406 (0.174)** 

0.010 (0.011) 

-- 

-7.989 (3.685)** 

246 

0.811 (0.036) 

0.579 

87.0% at 0.348 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 

 The finding that GDP per capita does not influence onset at high levels of 

grievance provides evidence against CHR’s argument that feasibility drives conflict 

independently of motive. In contrast, when grievance levels are high, the only indicators 

of feasibility that remain significant are French security guarantees and the proportion of 

the population composed of young men, which suggests that at this level of grievance 

conflict seems to occur largely independently of feasibility. However, the findings that 
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GDP per capita is related to onset at low levels of grievance also provides evidence 

against the “low GDP as grievance” argument.  

 The most logical explanation of these findings relies on a merging of the 

grievance and opportunity arguments through the lens of a cost-benefit analysis. If GDP 

per capita is thought of as a proxy for state capacity, the findings begin to make sense. 

When grievance levels are low, there is low general motivation for conflict, because there 

is little to gain by engaging in it. However, if state capacity is also low in these low-

grievance societies, then the cost of entering into conflict decreases, the cost-benefit ratio 

shifts, and conflict becomes more likely. This shift is why GDP per capita matters in low-

grievance country-periods. Conversely, when grievances are high, then the benefits of 

engaging in conflict increase. In those cases, higher costs (e.g., engaging with a higher 

capacity state) are worth bearing. Therefore, GDP per capita (state capacity) becomes less 

salient in high-grievance situations. Citizens are more willing to rebel against a higher 

capacity state when grievances are high. This ratio of grievances to capacity in explaining 

onset will be worth exploring further in future research.  

Does the Level of Some Basic Needs Affect the Impact of Others on Conflict Onset?  

Maslow (1954) suggested that people do not tend to pursue higher order needs 

until lower order needs are met. If this is the case, then one reason why MSES does not 

appear as a significant predictor of conflict could be that it is included in a model that 

includes country-periods at all ranges of base-level human needs. Maslow’s argument 

suggests it is possible that limited economic opportunities (proxied using MSES) only 

increase frustration and aggression when survival needs are already being met. Likewise, 

while political voice (regime type) was a significant predictor of conflict across all levels 
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of infant mortality, it is possible that the effect of this higher order need is more 

pronounced when survival needs are being met.  

 Conversely, when Amartya Sen (1999) calls freedoms the means and ends of 

development, he implies that political and economic freedoms can and ought to precede 

survival needs when the infrastructure does not exist to support those basic needs in the 

moment. He does not put it in these terms, but his argument suggests that countries with 

high economic opportunities and political voice ought to experience limited conflict even 

when survival needs are not being met.  

 Similar to the GDP per capita tests, these competing hypotheses are tested using 

high (greater than 114) and low (less than 75) infant mortality samples. If Maslow’s 

theory is correct that people will not consider higher order needs unless lower order needs 

are met, then the effects of MSES and regime type on conflict onset ought to be greater in 

low infant mortality countries than they are in high infant mortality countries. However, 

if Amartya Sen is correct that people need freedoms to the same (or greater) degree as 

basic survival needs, then the models of the different samples ought to look similar.  

The findings from the high and low infant mortality models are presented in Table 

16. The effect of MSES on conflict onset remains non-significant in both models. This 

finding suggests that either limited absolute economic opportunities are not drivers of 

conflict or the use of MSES is too crude to capture those opportunities. As more data are 

gathered on the indices of entrepreneurship mentioned in chapter 3, it will become 

possible to test more refined measures of economic opportunity. At the moment, 

however, there is little to glean from these models regarding Maslow and Sen’s 

competing theories.  
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Table 16: Effects of MSES and Regime Type at Varying Levels of Infant Mortality 

DV = Onset Model 1 
MSES - High IM 

Model 2 
MSES - Low IM 

Model 3 
RT - High IM 

Model 4 
RT - Low IM 

Period 
 
(Ln)GDP per capita 
 
PCE  
 
PCEsq 
 
Peace Years 
 
Former Fr Afr Col 
 
Social Fract. 
 
Young Men 
 
lnPopulation 
 
Mountainous 
 
MSES 
 
Full Autocracy 
 
Partial Autocracy 
 
Partial Democ Fact 
 
Part/Full Democ 
 
Transitional 
 
GDP Growth (Lag) 
 
Constant  
 
N  
 
ROC Area 
 
Youden Index 
 
Max Corr Predicted 

0.305 (0.131)** 

-0.579 (0.531) 

2.456 (8.115) 

-14.412 (16.594) 

-0.039 (0.025) 

-1.872 (1.021)* 

2.882 (1.897) 

57.402 (28.491)** 

-0.026 (0.229) 

0.018 (0.014) 

4.593 (4.309) 

-- 

-- 

-- 

-- 

-- 

-13.931 (5.902)** 

-7.256 (4.642) 

183 

0.837 (0.038) 

0.534 

90.7% at 0.569 

-0.073 (0.095) 

-0.404 (0.198)** 

7.014 (8.205) 

-30.060 (24.219) 

-0.027 (0.015)* 

†† 

0.284 (1.475) 

34.430 (14.674)** 

0.300 (0.150)** 

0.009 (0.011) 

-0.107 (1.399) 

-- 

-- 

-- 

-- 

-- 

-12.042 (6.182)* 

-8.366 (4.046)** 

721 

0.876 (0.023) 

0.702 

96.4% at 0.522 

0.353 (0.161)** 

-0.561 (0.513) 

8.610 (9.347) 

-18.871 (18.812) 

-0.012 (0.031) 

-2.009 (1.204)* 

1.863 (2.019) 

62.946 (28.819)** 

-0.066 (0.264) 

0.008 (0.016) 

-- 

† 

† 

† 

ref 

† 

-5.630 (7.982) 

-28.504 (†) 

170 

0.862 

0.604 

90.6% at 0.667 

-0.043 (0.095) 

-0.352 (0.227) 

7.295 (8.529) 

-30.114 (24.841) 

-0.028 (0.015)* 

†† 

0.643 (1.524) 

31.956 (15.603)** 

0.329 (0.153)** 

0.006 (0.012) 

-- 

0.252 (0.676) 

-0.516 (1.149) 

0.783 (0.684) 

ref 

0.732 (0.694) 

-10.075 (6.357) 

-9.498 (4.357)** 

664 

0.874 

0.636 

96.2% at 0.465 

Standard errors in parentheses. *p < 0.10, **p < 0.05, ***p < 0.01 
† There are no cases of conflict among partial or full democracies in the high infant mortality countries, 
inflating the coefficients and standard errors for the regime types and the standard error of the constant.  
†† There are no cases of conflict among former French African colonies in the low infant mortality 
countries.  
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The inclusion of regime type, however, yields unexpected and intriguing results. 

Contrary to what Maslow predicts, not only does regime type not seem to matter in the 

low infant mortality countries, but there are no cases of conflict onset in either partial or 

full democracies in the high infant mortality countries. In other words, having political 

voice has a greater protective effect when survival needs are not being met than when 

they are being met. When survival needs are being met, political voice becomes 

insignficant in both the statistical and practical uses of the word.  

The findings in model 3 support Sen’s argument and counter Maslow’s with the 

indication that even when basic needs are not being met, freedoms matter. Similar to 

Sen’s contention that there has never been a famine in a democracy (in spite of 

institutions having little effect on factors such as arable land and rainfall), it appears that 

democratic institutions protect against conflict onset even when grievances are high. 

Model 4’s findings provide further support for the cost-benefit approach discussed above. 

It appears that when survival needs are being met, that is when the feasibility of conflict 

(young men in a large population from which to draw) becomes more important than  

political voice. Therefore, again, as grievances—the “benefits” side of the equation—

decrease, the “cost” side becomes more salient. 

Is Absolute Deprivation Better Thought of as Motive or as Opportunity Cost?  

 The data presented in the initial tests suggested that GDP per capita and measures 

of absolute deprivation capture similar characteristics of the state. What precisely, those 

characterists are, however, is unclear. It is possible that GDP per capita is best thought of 

as an indicator of absolute deprivation. The findings in the previous section suggest that 

GDP per capita is primarily an indicator of state capacity. Conversely, it is also possible 
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that absolute deprivation is best thought of as an indicator of opportunity cost rather than 

grievance or willingness in its own right. If that is the case, one would expect that the 

measures of absolute deprivation have a greater impact on the likelihood of conflict when 

relative deprivation is high than when it is low. In other words, a lower opportunity cost 

alone in the absense of grievance (relative deprivation) ought not be associated with 

onset. However, a low opportunity cost in a high grievance environment may incite 

violence. Conversely, if absolute deprivation is a form of conflict-inciting grievance and 

not simply another form of opportunity cost, then it ought to remain a signficant predictor 

of conflict at both high and low relative deprivation.  

 In model 1 below, the sample is restricted to country-periods in which positive 

growth in GDP per capita occurred. In model 2, the sample is restricted to country-

periods in which negative growth occurred. As the “absolute deprivation as opportunity 

cost” hypothesis predicts, infant mortality rate is significant in the periods of negative 

growth, but not significant in the periods of positive growth. However, infant mortality 

rate is significant at all levels of political discrimination. In the models presented, a 

discrimination score of four is considered “high grievance,” and three or lower is 

considered “low grievance.”25  

Based on these findings, the precise role of absolute deprivation in conflict onset 

remains ambiguous. There does seem to be some support for the idea that absolute 

deprivation actually represents opportunity cost, as it has a greater impact on the 

likelihood of conflict onset in periods of decremental deprivation than it does in positive  

 

                                                
25 When three or higher is considered “high,” infant mortality is significant in the high grievance sample 
but not in the low grievance sample. However, there are only 11 cases of onset in that low-grievance 
sample of 181 country-periods, making statistical analyses less reliable. 
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Table 17: The Effect of Infant Mortality at Varying Levels of Relative Deprivation 

DV = Onset Model 1 
Positive Growth 

Model 2 
Negative Growth 

Model 3 
Low Disc (<= 3) 

Model 4 
High Disc (= 4) 

Period 

lny 

PCE 

PCE squared 

Peace Years 

Former French 

Social Fract 

Young Men 

(ln) Population 

Mountainous 

Infant Mortality 

Constant 

N  
 
ROC Area 
 
Youden Index 
 
Max Corr Pred 

0.084 (0.074) 

-0.374 (0.197)* 

9.294 (5.564)* 

-25.715 (14.562)* 

-0.033 (0.012)*** 

-1.677 (1.063) 

-0.079 (1.004) 

16.374 (14.045) 

0.236 (0.103)* 

0.000 (0.007) 

0.007 (0.005) 

-6.680 (3.352)** 

1030 

0.837 (0.021) 

0.584 

94.5% at 0.344 

0.093 (0.134) 

-0.249 (0.356)* 

9.724 (6.256)* 

-17.968 (11.691)* 

-0.028 (0.018)*** 

-1.697 (1.076) 

0.356 (1.499) 

33.895 (16.814)** 

0.337 (0.230)* 

0.012 (0.013) 

0.016 (0.008)* 

-12.499 (5.187)** 

223 

0.835 (0.042) 

0.558 

91.0% at 0.377 

0.355 (0.143)** 

-0.189 (0.358)* 

-0.406 (2.501)* 

-0.140 (1.528)* 

-0.042 (0.018)** 

-0.634 (0.933) 

-0.955 (1.620) 

21.509 (21.216)** 

0.026 (0.212)* 

-0.009 (0.012) 

0.019 (0.009)** 

-6.777 (5.668) 

352 

0.814 (0.047) 

0.497 

95.2% at 0.286 

0.100 (0.099) 

-0.305 (0.236) 

23.134 (6.852)*** 

-48.425 (16.579)*** 

-0.005 (0.016) 

† 

-0.521 (1.080) 

-3.197 (16.267) 

0.196 (0.128) 

0.005 (0.009) 

0.014 (0.006)** 

-5.371 (3.778) 

305 

0.805 (0.030) 

0.550 

87.9% at 0.463 

† There were no cases of onset in Former French African countries in the high discrimination countries.  

growth periods. In addition, because of the restriction in the discrimination dataset to 

countries with minorities at risk, it could be said that all countries in that dataset have a 

known degree of grievance. Therefore, the fact that infant mortality remains significant in 

low discrimination countries does not necessarily mean that it remains significant in non-

discriminatory countries. These data, then, are not well-suited for further tests of whether 

infant mortality is better thought of as an indicator of grievance or of opportunity cost, 

and future research may be instructive in this regard.  
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Summary 

 The addition of the newly proposed motives variables—infant mortality, MSES, 

regime type, political discrimination, economic discrimination, and change in GDP per 

capita—to the CHR model suggests that motives may play more of a role in the 

explanation of conflict onset than CHR’s feasibility hypothesis allows. Not only is the 

ability to meet survival needs a robust predictor of conflict, but it also seems to better 

help correctly classify onset periods than does GDP per capita.  

Further tests suggest that GDP per capita may best be thought of as an indicator 

for state capacity, and that its effect on conflict onset is dependent upon levels of 

grievances. The likelihood that GDP per capita influences conflict onset is greater at low 

grievance levels than it is at high grievances levels. Therefore, it appears that the 

interaction between capacity and grievances (which might be thought of in cost-benefit 

terms) is worth exploring further.  

Regime type remained a significant indicator of conflict in both entered and 

stepwise regressions, although the precise role is somewhat difficult to discern due to the 

absence of observations of onset in full democracies. There are still several meaningful 

findings regarding the variable. First, the apparent U-shaped relationship between Polity 

scores and conflict onset helps explain the inconsistent and contradictory findings from 

past research involving democracy and onset. Second, the findings lead to several 

questions regarding the relationships among political voice, capacity, and conflict that 

deserve further exploration.  

Political discrimination remained significant and in the expected direction in all of 

the models in which it was included. These findings suggest that the Gini index may not 
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be the most appropriate method for measuring relative deprivation. Instead, measures that 

take into account the likelihood of perceived, unjust deprivation that falls along identity-

based lines ought to be explored further. Likewise, change in GDP per capita was 

robustly related with onset, indicating that decremental deprivation may deserve 

increased attention in the conflict literature.  

Neither MSES nor economic discrimination was a robust indicator of conflict. 

The possibility that the limited role of MSES was due to it being a higher-order need was 

considered. While MSES remained an insignificant predictor, it was found that—contrary 

to Maslow’s arguments regarding the order of needs and in support of Sen’s—regime 

type matters more when survival needs are not being met than it does when those basic 

needs are being met. Again, these interactions among the grievance variables and 

between the grievance and capacity variables deserve further exploration.  

The final question tested in this chapter is whether measures of absolute 

deprivation such as infant mortality are better thought of as indicators of opportunity cost 

than of grievance. The findings are somewhat ambiguous, but they do provide a little 

support for the “absolute deprivation as opportunity cost” hypothesis. This interaction 

between absolute and relative deprivation should also be explored further in future 

research.  
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CHAPTER 5 

CONCLUSIONS 
 

 Two major premises provide the foundation for this research. The first is that the 

proponents of the opportunity and feasibility explanations of conflict onset did not use 

theoretically justified measures of grievance in making their determination that motives 

have little bearing as drivers of conflict. The second is that the grievance literature that 

improved upon those measures did not fully control for feasibility in their models, 

leaving questions remaining regarding whether and to what degree improved measures of 

grievance help explain when and where conflict occurs. These premises combined with 

an exploration of the theories underlying the link between grievance and conflict onset 

led to a series of competing hypotheses whose outcomes are beneficial in distilling the 

extent to which grievances matter in explaining civil conflict onset. The findings 

presented in chapter 4 suggest several conclusions, which will be discussed in more detail 

in the first section below. There are also several limitations to the research and questions 

that arose from the data that suggest directions for future research. Those suggestions are 

presented in the following section.  

Conclusions and Discussion 

The data and findings presented in chapter 4 provide evidence supporting several 

conclusions. First, it appears that arguments in both the opportunity and grievance 

literature have been over-stated to a degree. Knowing the levels of grievance in a country 

is beneficial in determining the likelihood of conflict onset. However, the onus is still on 
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the grievance theorists to illustrate specific grievances that significantly increase our 

ability to explain where conflict occurs. Second, indicators of relative deprivation seem to 

provide greater power in classifying onset periods than do those of absolute deprivation. 

Further, it is possible that it is better to think of absolute deprivation as opportunity cost 

rather than grievance. Third, the data support Sen’s (1999) contention that improvements 

in institutions lead to positive outcomes even if those improvements precede 

improvements in other forms of grievance. Fourth, while GDP per capita is indicative of 

a number of characteristics of the state, it is perhaps most accurately thought of as an 

indicator of state capacity. Fifth and finally, it is possible that the interaction between 

levels of grievance and feasibility is more salient than is either facet of the state 

independently. Each of these conclusions will be explored further in this chapter. 

The Grievance versus Opportunity Debate 

The first overall conclusion noted above is that grievances are salient in the 

explanation of where conflict occurs; however, the onus is still on the proponents of the 

grievance line of thought to illustrate how knowing grievance levels significantly 

improves researchers’ abilities to assess which states are most at risk. This conclusion is 

drawn from the results of several of the hypothesis tests. When CHR’s feasibility model 

was compared with a model including the updated grievance measures, GDP per capita, 

population, and peace years, the CHR model was better than the grievance model at 

classifying onset and peace periods (AUROC=0.832 compared with 0.793). However, the 

difference between the models was not statistically significant, suggesting that knowing 

the level of grievance in a country gives a person approximately the same ability to 
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determine whether a conflict will occur in that country as does knowing the level of 

feasibility.  

The stepwise regressions again illustrated the merits of the grievance indicators as 

a whole. When indicators of absolute deprivation were included with those of feasibility, 

both infant mortality and regime type remained in the model after those variables without 

sufficient explanatory power were removed. Their remaining suggests that they do add 

explanatory power to the model, even if they do not improve the classificatory power of 

the model to a statistically significant degree. In addition, both political discrimination 

and growth in GDP per capita remained in the relative deprivation stepwise model.  

Of the originally proposed grievance indicators, infant mortality, regime type, 

political discrimination, economic discrimination, and growth in GDP per capita all 

improved the ability of the feasibility model to classify periods of onset and those of 

peace correctly. They also all remained significant and in the expected directions when 

added to CHR’s feasibility model. In addition, regime type and infant mortality each had 

impacts on the probability of conflict similar to those of GDP per capita and population, 

while discrimination had a greater effect on the likelihood of onset than did any of the 

feasibility indicators, with codified exclusion increasing the probability of conflict five-

fold from countries in which there is no codified exclusion.  

However, it is important that the case for the role of grievances not be overstated. 

None of the models that included grievances provided a significant increase over CHR’s 

feasibility model in the ability to classify onset and non-conflict periods. Therefore, from 

the standpoint of the models as a whole, it cannot be said that knowing grievance levels 

adds significantly to researchers’ overall understanding and explanation of where conflict 



132 
 

occurs. As such, the onus is still on the proponents of the grievance explanation of 

conflict to illustrate where their indicators improve upon what is already known. 

So what? Why does the “greed” v. grievance debate matter? The role of 

grievances in civil conflict onset is not only important regarding theoretical debates, but 

also due to the policy implications that follow. Much of the research regarding correlates 

of onset is funded by the World Bank and USAID, who are involved in directing aid 

flows and determining the conditions attached to them. For example, while the Bretton 

Woods Institutions’ Structural Adjustment Programs preceded the “greed”/grievance 

literature, the programs flow from the logic underlying the opportunity and feasibility 

arguments. That is, the assumption is that if the fiscal policy is “right,” even if it is 

constructed at the expense of the social sector, it is considered a net benefit to the 

country.  

This research suggests that this logic deserves to be re-examined. The findings 

presented here suggest that social grievances such as unequal access to political 

opportunities and lack of political voice are related to onset independently from economic 

characteristics. In addition, the fact that GDP per capita is not a significant predictor of 

conflict in high infant mortality or low growth country-periods suggests that under 

conditions of high grievance, improved economic characteristics do not help mitigate the 

likelihood of conflict. In other words, if a goal of aid is to increase stability, proposed 

policies ought to address both the social and economic sectors simultaneously. Improving 

fiscal conditions with the intent to repay loans at the expense of social conditions may do 

more harm than good for both the lenders and the borrowers, as it may drive countries 

further into the conflict-poverty cycle.  
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The finding that grievance measures are statistically significant in risk assessment 

models such as those presented here also lends credibility to their continued consideration 

in early warning research. Chiba and Gleditsch (2007), for example, incorporated 

Buhaug, Cederman, and Gleditsch’s (2014) model of horizontal inequality (HI) into their 

early warning model, and found that the HI model was better at forecasting civil wars 

than was a model including vertical inequality and structural state characteristics. 

However, Chiba and Gleditsch were limited in that the measures of HI proposed by 

Buhaug, Cederman, and Gleditsch do not tend to change much over time, reducing their 

usefulness for early warning.  More dynamic measures such as change in GDP per capita 

or (to a more limited extent) political or economic discrimination levels may prove more 

useful in forecasting.  

Relative versus Absolute Deprivation 

 In addition to providing insight into the question of whether knowing grievance 

levels as a whole adds to the feasibility theory of where conflict occurs, this research also 

sheds some light on the question of whether relative or absolute deprivation better 

explains onset. While no definitive conclusions should be drawn, the data suggest that 

relative deprivation offers a more compelling explanation for conflict onset than does 

absolute deprivation.  

The original intent of the dummied regime types was to capture absolute 

deprivation of political voice—with greater democracy associated with greater voice—

while recognizing that factionalized countries may be more likely to enact unequal 

policies along identity-based lines than are countries without factionalism. Bivariate tests 

of the regime types with conflict onset indicated that partial democracies with 
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factionalism were the most likely to experience onset, and that there was no significant 

difference between partial democracies without factionalism and either partial or full or 

autocracies (Table 3). These findings were corroborated in the multivariate logit 

regressions, which again found partial democracies with factionalism to be significantly 

more likely to experience conflict than were partial democracies without factionalism, but 

no difference between partial democracies with factionalism and either type of autocracy.  

Initially, these findings were interpreted to mean that relative deprivation of voice 

(indicated by factionalism) has a similar effect on conflict likelihood as does absolute 

deprivation of voice (indicated by autocracy). However, further examination of the data 

also indicated that factionalized countries and autocracies enact political policies intended 

to repress specific ethnic groups at similar rates. Therefore, autocratic regimes may 

experience conflict at similar rates to partial democracies due to the levels of relative 

political deprivation experienced rather than the expected absolute deprivation of voice.  

In addition to the findings related to political grievances, the economic variables 

also suggested that relative deprivation is more salient than is absolute deprivation. 

MSES, meant to capture the absolute number and quality of economic opportunities, was 

only weakly related with civil conflict onset. MSES was a significant predictor of onset 

in bivariate tests, but it lost its significance when feasibility was controlled for. Further, 

the inclusion of MSES in the feasibility model did not change the area under the ROC 

curve. Both economic discrimination and change in GDP per capita, on the other hand, 

were significantly related with onset and both improved the ability of the model to 

correctly classify onset and non-conflict periods. These findings could be interpreted in a 

few ways. MSES may not adequately capture economic opportunities. However, it is also 
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possible that absolute economic deprivation does not have the same impact on the 

likelihood of conflict onset as does relative economic deprivation either with respect to 

other groups or with respect to time.  

Finally, the evidence intimates that absolute deprivation might better be thought 

of on the “cost” side of the equation (as opportunity cost) for potential rebels than on the 

“benefits” side. The significant role of infant mortality in predicting onset suggests that 

absolute deprivation does play a role, but it is unclear whether the deprivation in itself is 

a grievance-causing motive or an indication of low opportunity cost to entering into 

conflict. 

In order to test these competing theories, the sample was split into countries with 

high and low relative deprivation levels. The assumption was that if absolute deprivation 

were simply another indicator for opportunity cost, then it would not be associated with 

conflict in the absence of motive. The two potential motives that were used were 

decremental deprivation and political discrimination. Consistent with the opportunity cost 

account of absolute deprivation, infant mortality was not a significant predictor of 

conflict in positive growth scenarios, but it was a significant predictor of conflict in 

negative growth scenarios. This finding indicated that absolute deprivation is more likely 

a component of the “cost” side of the equation rather than a “benefit” that stands on its 

own. However, infant mortality was a significant predictor of conflict in both low and 

high discrimination countries. This finding initially seems to counter-act the opportunity 

cost explanation of absolute deprivation, except the sample of countries included in the 

Minorities at Risk data may be skewing the results. Therefore, these initial findings 

provide slightly greater support for an “opportunity cost” interpretation of absolute 
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deprivation than a “grievance” or “motive” interpretation, but there is much room for 

further research on the topic.  

 So what? Why does the relative deprivation versus absolute deprivation 

debate matter? Similar to the broader “greed” versus grievance debate, the comparative 

strengths of relative and absolute deprivation in explaining onset also matter for both 

policy and theoretical reasons. If an end-goal of a country is stability, these findings 

suggest that grievance-limiting policies can positively affect stability even in countries 

with few resources. That is, both the feasibility and basic physiological needs arguments 

rely on resource-based responses to limit conflict likelihood. However, if aspirational 

relative deprivation—defined as the perception of unjust inequalities that exist across 

identity-based lines—is a driver of conflict, then policy-based responses may also be 

effective in diminishing the likelihood of conflict and the conflict-related traps that 

follow. These two characteristics of relative deprivation also help derive potential policy 

prescriptions. First, policies that improve the equality of opportunities may limit 

perceived relative deprivation and conflict likelihood. Second, states may benefit from an 

intentional de-politicization of identity.  

 This emphasis on the importance of relatively equal opportunities rather than 

relatively equal outcomes suggests that steps toward a social market economy such as 

Germany’s may help ameliorate some conflict-driving grievances. While there are 

several potential manifestations of the social market economy, the defining 

characteristics include a laissez-faire approach to the market, production, prices, and 

labor combined with a just distribution of income (Marktanner, 2010). While “just” is a 

nebulous term, Marktanner (2010) suggests that  
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in Social Market Economics, just is whatever the market distributes, provided that 

equal opportunities persist…The social in the Social Market Economy is therefore 

the combination of an economic model to solve the scarcity problem with a 

political model that gives individuals equal opportunities. (p. 173, emphasis 

added) 

The proponents of Social Market Economics argue its combination of the free market and 

opportunity-equalizing policy is both positive for economic growth and beneficial from 

the standpoint of improving social justice (Marktanner, 2010). The findings presented in 

this research suggest that—due to its relationship with both growth and equal 

opportunities—such an approach may also have the effect of decreasing the likelihood of 

conflict.  

 Unequal economic opportunities were significantly related with conflict onset in 

this research, but unequal political opportunities seemed to have an even greater effect. 

Political discrimination had a slightly larger effect size than did economic discrimination 

in the models in which they were entered separately. The data suggested that a country 

with no political discrimination has a 1.1 percent chance of experiencing conflict onset in 

a given 5-year period, while countries with exclusionary policies have a 5.3 percent 

chance of experiencing violent civil conflict. CHR’s feasibility hypothesis relies on the 

assumption that grievances are ubiquitous across time and space, and therefore a low-

resource state has few options for minimizing its likelihood of conflict. Again, these data 

suggest, contrary to CHR’s conclusions, that neither ethnicity nor qualities of governance 

ought to be discounted.  
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 The most obvious policy prescription to follow from the findings relating to 

political discrimination is that in order to minimize conflict likelihood in low-resource 

states, the state ought to provide for equal opportunities in the political arena. Likewise, 

in order to maximize the effect of aid, agencies and loaning countries ought to direct 

funding toward states that provide equal opportunities. This approach, on its face, would 

seem to be worthwhile regardless of its effect on the likelihood of conflict. In an attempt 

not to over-simplify the role of political discrimination, however, it should be mentioned 

that the empirical evidence presented here assumes that discrimination occurs in a 

vacuum, and is exogenous to conflict. The reality is that codified discrimination is a 

policy enacted that depends, in part, on the conflict situation in the state.  That is, as 

Fearon (2011b) points out, if states are enacting policies that they believe they can “get 

away with,” then a model would underestimate the effect of an arbitrary shift toward 

more discriminatory policies. However, if the policy is the result of fear of conflict or 

rebellion, then the model may overestimate the effect of such discrimination. These 

statistical limitations to including policy on the right hand side of the equation suggest 

that further research is needed before definitive conclusions are drawn regarding the 

direct effects of unequal political access on civil conflict onset.  

 In terms of its impact on conflict theory, this research points to two paths forward. 

First, the findings provide some evidence that absolute deprivation is better thought of as 

indicating opportunity cost than of conflict-causing grievance. If conflict is the result of 

the combination of motive and opportunity, then absolute deprivation ought not to be 

considered a sufficient condition for conflict onset; a separate motive in the form of either 

greed or relative deprivation would have to be present in order for conflict to occur. 
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Further research in this regard may be fruitful. The second area in which these findings 

affect theory is through the suggestion that, contrary to CHR’s conclusions, the role of 

the politicization of identity in conflict deserves further consideration. While much 

research in this area has continued in spite of CHR’s findings, to date it had not 

sufficiently controlled for feasibility. The finding that identity-based discrimination 

continues to be salient even when feasibility is controlled for provides further support for 

the continuation of this research into the intersection between identity and conflict.  

Amartya Sen versus Abraham Maslow 

 The third conclusion drawn from these data is that Amartya Sen’s (1999) 

suggestion that freedoms can and ought to precede more traditionally thought of forms of 

“development” applies not only to enhancing human development but to conflict 

mitigation as well. Sen’s argument was considered in contrast to Maslow’s, who 

suggested that people do not tend to consider “higher order” needs until their base needs 

are met. The test of Sen and Maslow’s competing theories began with the assumption that 

more democratic regime types represent freedoms and infant mortality represents an 

ability to meet physiological needs. According to Maslow’s theory, living in a more 

repressive regime might not incite conflict unless survival needs are met because those 

higher order needs would not be considered before physiological needs are satisfied. 

Sen’s theory, on the other hand, suggests that democracy ought to limit the likelihood of 

conflict even if survival needs are not being met.  

 The findings presented in chapter 4 support Sen’s assessment. Not only was 

conflict less likely in democracies even under conditions of high infant mortality, but 

there were no recorded conflicts any non-factionalized democracies in the high infant 
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mortality sample. In contrast, there were no significant differences between the regime 

types in the low infant mortality sample. In other words, freedoms had a greater 

protective effect when physiological needs were not being met than when they were.  

So What? Why does the Sen versus Maslow debate matter? The finding that 

regime type matters when physiological needs are not being met matters for several 

reasons. First, it is important to the theoretical debates surrounding the causes of conflict 

because in the prior literature the link between democracy and conflict is tenuous. The 

inconsistent and contradictory findings between the two have led to the conclusion that 

increased political voice does not mitigate conflict likelihood. By dividing regime types 

into dummies and considering their effects at varying levels of other grievances, 

however, it can be seen that freedoms and conflict do seem to have an empirical 

relationship, and that the relationship is more nuanced than some previous accounts of 

conflict have allowed for.  

This argument that social and political progress can precede economic 

development is also theoretically important because it contradicts the “stages” of growth 

theories proposed by Rostow (1960) and his successors. Rather than economic 

development being necessary for the implementation and maintenance of democracy and 

human rights, these institutions can both be established with few resources and can help 

avoid conflict traps that would impede economic growth. These data suggest not only that 

we need not sacrifice social progress for economic advancement, but also that to do so 

may ultimately be detrimental to the goals of both economic development and conflict 

mitigation.  
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In addition to the theoretical implications of the Sen versus Maslow debate, there 

are several policy recommendations that follow. The relationship between regime type 

and onset again suggests—contrary to a feasibility or opportunity explanation of 

conflict—that policy can mitigate conflict likelihood in the absence of resources. Even in 

low-capacity states where basic human needs are less likely to be met, democratization 

and access to political freedoms can be stabilizing.  

These results are corroborated to a degree by the Institute for Economics and 

Peace’s (IEP) 2011 Global Peace Index report. The IEP, using a more general 

conceptualization of peace that includes low violent crime rates and positive relationships 

with neighbors, demonstrated that the presence of civil liberties and freedom of the press 

were more closely related to peace than were GDP, adult literacy, or unemployment 

(Institute for Economics & Peace, 2011). Slovenia, for example, was ranked the eighth 

most peaceful country in the world in 2011, but lower than 150th in GDP per capita. The 

IEP argues that this high peace score is the result of the state’s emphasis on establishing 

democratic institutions and respecting human rights.  

The finding that political freedoms mitigate conflict likelihood in low-capacity 

states but do not affect states where base-needs are being met also has implications for 

aid flows and foreign policy. The results suggest that neither physiological nor “higher 

order” needs must precede the other. Assistance in meeting physiological needs may help 

mitigate conflict even in the absence of democratic institutions; likewise, assistance in the 

development of institutions may help mitigate conflict likelihood even in the absence of 

financial resources. Therefore, if the effectiveness of aid in limiting conflict likelihood is 
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the only consideration, equality of access to economic and political opportunities 

(discussed above) may influence the decision, but the level of democracy ought not to.  

Per Capita GDP as an Indicator of State Capacity 

 The relationship between GDP per capita and conflict onset is one of the more 

consistent and robust in the civil conflict literature. The cycle between poverty and 

conflict is well known, as poorer countries are more likely to experience conflict and 

conflict depletes states’ economic resources.26 The question of what GDP per capita 

represents in theoretical terms, though, remains unclear. Because the indicator is highly 

correlated with so many characteristics of the state, researchers often interpret it in the 

light that best fits their needs. For example, in CHR’s feasibility research, the authors 

suggest that GDP per capita is best thought of as an indicator of opportunity cost for 

potential rebels. Fearon and Laitin (2003), while making the case that conflict occurs in 

weak states, suggest that per capita income ought to be thought of as an indicator for state 

capacity. It is also possible that income measures citizens’ abilities to meet their basic 

human needs, and that a country’s low output therefore indicates high grievance.  

 The findings presented in this research suggest that it is best to think of GDP per 

capita—as Fearon and Laitin do—as a measure of state capacity. This conclusion follows 

from consideration of what the relationship between income and conflict onset would 

look like at varying levels of grievance if income represented each of the possible 

constructs. If GDP per capita best captures grievance, then it should be related with 

conflict onset regardless of the levels of other indicators of grievance. If it best captures 

opportunity cost, then it ought to be related with conflict at high grievance levels but not 

                                                
26 Collier (2007) refers to this cycle as the “conflict trap.”  
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at low grievance levels, because opportunity in the absence of motive, in theory, should 

not lead to conflict. If it best captures state capacity, then one would expect it to be 

related with conflict at low grievance levels but not at high grievance levels. In that case, 

a high grievance would lead to conflict with less regard for capacity, while at lower levels 

of grievance a potential rebel group would be more likely to consider the level of state 

capacity when determining whether to engage in conflict.  

 According to these data, GDP per capita is significantly related to conflict onset at 

low grievance levels (measured both in terms of infant mortality and political repression), 

but it is not related to conflict onset at high grievance levels. This finding is interpreted as 

support for the argument that GDP per capita is better thought of as a measure of capacity 

than of grievance or opportunity cost. In addition, it suggests that the interaction between 

levels of grievance and of feasibility is worth further exploration.  

Interacting Grievance and Feasibility. In much of the prior literature regarding 

civil conflict, including that presented here, grievance and feasibility are treated as 

competing theories of onset. As such, they tend to be considered independently, with the 

intention of determining which of the theories best explains when and where conflict 

occurs. The findings presented here regarding the relationships among GDP per capita, 

grievances, and onset suggest, however, that researchers seeking to explain onset 

likelihood would perhaps be better served considering the interactions between the 

potential for grievances and the feasibility of rebellion.  

 For example, the findings discussed above regarding the significance of GDP per 

capita in low and high grievance country-periods suggest that in relatively low grievance 

environments, state capacity matters in determining where conflict will occur. However, 



144 
 

in high grievance environments, capacity has a more limited role. It could be argued that 

the reason GDP per capita appears not to be significant in the high grievance 

environments is statistical rather than real. That is, the smaller sample leads to a higher 

standard error, decreasing the statistical significance of the relationship. The effect size of 

GDP per capita also decreases from the low to high grievance models, though, which 

suggests that the lack of significance is more than a statistical problem. Instead, it appears 

that the role of capacity does vary based on the magnitude of grievance.  

 So what? Why does the possible interaction between capacity and grievance 

matter? This finding that capacity may have varying effects on conflict onset likelihood 

depending on the level of grievance is theoretically significant because it highlights the 

limitations of thinking of grievance and opportunities as competing, independent theories. 

The idea that grievance and opportunity may interact is not new.  Keen (2000, 2008), for 

example, highlights the mutually reinforcing properties of opportunities and grievances, 

suggesting that when state capacity is low, both the incentive for and opportunity to 

exploit civilians increases. However, little attention has been paid to these interactions in 

the quantitative literature. The finding offers empirical evidence that perhaps, by 

continuing to explore whether opportunity or grievance explains more, researchers are 

missing a fundamental element that the effects of each may depend on the level of the 

other.  

This interaction effect makes sense when conflict is thought of in terms of state 

vulnerability, or the inability of the state to withstand the effects of its environment. If 

grievance levels are thought of as the policy environment inherited by the current state, 

and the state’s resources are thought of as the capacity of the state to off-set those 
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grievances, then the ratio of the state’s grievances to its capacity (in other words, the 

interaction between the two) ought to give some indication of how vulnerable the state is 

to civil conflict onset. This merging of the opportunity and grievance literature is one 

path forward in furthering the “greed” versus grievance debate.  

 As with all of the previous findings presented in this research, these data also 

suggest that policies intended to limit grievances such as decreasing inequalities or 

providing for basic needs can mitigate conflict likelihood even before resources are 

available to improve state capacity. This line of thinking runs contrary to the belief that 

economic advancement should supersede social or institutional changes. Therefore, the 

practice of tying aid to economic but not social or political changes may decrease conflict 

likelihood in low-grievance states but do little to limit the likelihood of onset where 

grievances are high.  

 This practice of making economic aid contingent upon decreased investment in 

social programs was particularly common in the Structural Adjustment Programs (SAPs) 

implemented by both the IMF and the World Bank starting in the 1960s (Boughton, 

2001). The programs attached conditions to loans, ostensibly with the goal of reducing 

“fiscal imbalances” and putting the country on a path toward long-term economic growth. 

In addition to favoring free-market principles, the SAPs often called for the devaluation 

of the local currency, the elimination of food subsidies, increased prices for public 

services, and decreased wages for publicly funded employees (Riddell, 1992). During the 

1990s, critics of the SAPs began to illustrate the negative social impacts of the policies, 

and the Bretton Woods Institutions now ask borrowing countries to create their own 

Poverty Reduction Strategy Papers (PRSPs). However, the policies proposed in the 
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PRSPs remain similar to the original SAPs, and critics suggest the International Financial 

Institutions and their funding members still heavily influence the process (Fraser, 2005).  

 The conditions outlined above have two major effects regarding the grievances 

discussed. First, currency devaluation causes an immediate decline in citizen’s 

purchasing power (Hoogvelt, 1987). Overnight, the cost of imported goods increases, 

leading to a sense of decremental deprivation. Second, the increasing economic 

competition has the potential to increase existing ethnic tensions (Adekanye, 1994). 

Adekanye (1994) argues that market liberalization without providing equal opportunities 

increases inequalities, stating:  

 [J]ust as SAP tends to increase the poverty of the very poor social groups or 

classes, and to impoverish people in the managerial and professional occupations 

other than perhaps the armed forces, while the very few rich grow even richer, so 

does the socioeconomic incidence of SAP vary from one political region to 

another, from ethnic group to ethnic group, and between different communities. 

(p. 11).  

The emphasis on improving a country’s economic status, without consideration for social 

effects, then, may increase identity-based grievance propensity, and therefore may 

increase the likelihood of civil conflict. Again, this research illuminates the merits of a 

Social Market approach. Market liberalization may aid in economic growth, increasing 

state capacity, and decreasing conflict feasibility, but if it is enacted at the expense of 

social justice, it may not have the intended effect on conflict likelihood. However, if the 

liberalization is accompanied by an emphasis on equal opportunities, the increased 

capacity may not be at the expense of an increased likelihood of grievance.  
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Limitations and Suggestions for Future Research 

There are several limitations to this research, each of which relate to potential 

avenues for future research. The focus in this work was on improved operationalization 

of grievances. While I would argue it advanced the debate, there is much room for further 

progress regarding grievance measures. In addition, there are questions about the 

dependent variable and the interaction effects that are worth exploring in future research.  

Improvements in Measures and Interpretation of Grievance 

 This research illustrated several limitations to past measures of grievance. 

Variables intended to capture basic human needs such as the Physical Quality of Life 

Index are simultaneously too broad to capture physiological needs and too narrow to 

capture “higher order” needs espoused by Burton and Sites. Further, using Polity as a 

measure of absolute political repression or exclusion conflates absolute political voice, 

relative political opportunities, and state capacity to the degree that the measure appears 

to have an inconsistent and contradictory relationship with civil conflict onset. In 

addition, regarding basic human needs, there is a need for a variable that captures 

absolute economic opportunities along with political opportunities.  

There are also several limitations to the variables used to measure relative 

deprivation and inequalities. This research stressed the importance of finding measures 

that capture perceived injustices that occur along identity-based lines, as well as 

indicators of decremental deprivation. The research presented here addressed each of 

these limitations in some way, but these stipulations should continue to inform future 

research on the role of grievances in the process of civil conflict.  
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Future measures of absolute deprivation. The statistical analyses in this 

research relied on three variables to capture citizens’ absolute conditions, or the 

likelihood of their ability to meet their basic needs. Infant mortality served as a measure 

of whether physiological needs are being met, while the share of GDP from 

manufacturing and services exports (MSES) was meant to capture the variety and quality 

of economic opportunities, and regime type dummies proxied absolute political 

opportunities. Each of these variables independently—and the three taken together—had 

limitations that can be improved upon in future research.  

Infant mortality was one of the stronger indicators of civil conflict onset both in 

this study and in prior research (e.g., Goldstone et al., 2010). It is a logical measure of 

ability to meet survival needs, and the findings presented here suggest that it is slightly 

more helpful in classifying onset periods than is GDP per capita. The major weakness to 

using infant mortality as an explanatory variable, though, stems from its strong 

correlation with GDP per capita. Due to this correlation, it is not entirely clear whether 

high infant mortality is better thought of as a proxy for high absolute deprivation or low 

state capacity. Further, infant mortality rates tend to change steadily and slowly over 

time. Therefore, while a country’s high infant mortality rate may provide some indication 

that the state is at increased risk for conflict onset, it offers little help in determining 

when such conflict will occur. These limitations suggest that it may be fruitful in future 

research to attempt to determine measures of ability to meet survival needs that is less 

dependent on state resources and has the potential to vary more over time. For example, 

even a more localized measure of infant mortality would help un-couple the link between 

the capacity of the state as a whole and the ability to meet basic survival needs.  
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The relationship between MSES—intended to capture economic opportunities— 

and civil conflict onset was not robust. This lack of a relationship may exist because 

limited economic opportunities do not lead to violence, or it may be because MSES is not 

the most appropriate measure of the variety and quality of economic opportunities 

available. As MSES is the only measure of absolute deprivation used in this research that 

does not also capture relative deprivation (as does regime type) and is not strongly 

correlated with GDP per capita (as is infant mortality), it is possible that the lack of 

correlation between MSES and onset is further evidence that—because civil conflict is 

ultimately a result of collective action—absolute deprivation is better thought of as 

opportunity cost than as conflict-driving grievance in its own right.  

It is also possible that more valid measures of opportunity can be found. First, 

MSES is inflated to a degree in states that are heavily dependent upon exports. Because it 

is reported as a percentage share of GDP rather than as a raw number per capita, poorer 

states that produce less in general but export to a greater degree may have a higher MSES 

than do high producing states where more of the goods produced remain in the country. 

Therefore, a high amount of goods and services exported per capita may be a more valid 

measure of diverse, high quality economic opportunities than is the share of GDP that 

results from manufactured goods and services. Second, the use of MSES as an indicator 

of the variety and quality of opportunities depends on a culturally-derived assumption 

regarding what makes an economic opportunity “good.” For example, if people desire to 

be part of an agriculturally-based society, then MSES is a poor indicator of the quality of 

economic opportunities. Therefore, a measure of the perception of the number and 
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quality of economic opportunities may be more appropriate in future research on this 

topic than is this more objective account of opportunities.  

The use of dummied regime types was also an improvement over polity regarding 

its ability to capture the nuanced relationship between political opportunities and civil 

conflict onset. However, there are still many questions regarding this relationship. It was 

methodologically unfortunate that there were no onset periods in full democracies, 

because it became difficult to tease out the relationships among capacity, absolute 

political opportunities, relative political opportunities, and conflict. The lack of onsets 

suggests that being a consolidated democracy has a protective effect of some kind. 

Because full democracies cannot be compared directly with partial democracies or partial 

or full autocracies, though, it is unclear whether this effect is the result of decreased 

grievance or increased capacity.  

The non-significant difference between partial democracies and partial and full 

autocracies suggests that the absolute level of political opportunity is not the driver of the 

relationship between regime type and onset. In addition, the strong correlations between 

political discrimination and full autocracies, partial autocracies, and partial democracies 

with factionalism indicate that it is these regime types’ increased likelihood of 

implementing policies that repress particular ethnic groups that leads to their increased 

likelihood of conflict.  

Hegre et al. (2001) argue along similar lines, suggesting that consolidated 

democracies experience fewer civil conflict onsets than do other regime types because 

they produce fewer grievances. The authors also suggest that full autocracies experience 

fewer onsets than do other regime types due to their ability to repress rebellion. Onsets 
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are most likely in “anocracies,” then, because they contain the combination of grievance 

and opportunity most conducive to rebellion. Again, Hegre et al.’s line of thinking 

illustrates the importance of considering the interaction between grievances and 

opportunity in future research. Further, this approach suggests that combining the 

political participation and competitiveness components of the polity index may cause 

researchers not to fully understand which aspects of democracy are actually driving 

conflict. Further research along the lines of Vreeland (2008), in which each of the 

components of the polity index are treated separately, may help unpack this complex 

relationship.  

In summary, future researchers interested in the effects of absolute deprivation 

could benefit from continuing to consider several of the limitations drawn out here. First, 

it will be valuable to determine a measure of ability to meet basic physiological needs 

that is independent from the capacity of the state. It is possible that measuring infant 

mortality at more local rather than state levels would help de-link the two concepts, and 

further our understanding of how the ability to meet basic needs influences when and 

where conflict occurs. Second, the development of a less-culturally dependent and more 

theoretically sound measure of access to a variety of quality economic opportunities 

would help advance our understanding of how an ability to meet higher-order needs 

affects the likelihood of conflict. Third, while the dummied regime types utilized here 

offered an improved understanding of why polity and conflict seemed to have an 

inconsistent and contradictory relationship in the opportunity and feasibility research, the 

dummies coded in this manner may still conflate capacity, absolute deprivation, and 

relative deprivation to a degree that it is difficult to discern which is at play in affecting 
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conflict likelihood. Future research that treats the components of political institutions 

separately and more mindfully considers the interaction between grievances and 

opportunity may be beneficial in that regard.  

Future measures of relative deprivation. This research drew on two major 

variables to measure the likelihood and degree of relative deprivation in a given country-

period. The Minorities at Risk political and economic discrimination data represented two 

dimensions of aspirational deprivation, while decreases in GDP per capita denoted 

decremental deprivation. Again, these measures signified an improvement over some 

prior indicators of grievance, but they had limitations that should be addressed in future 

research.  

The major strength of the Minorities at Risk discrimination data was that the 

coding for discrimination represented unequal access to political and economic 

opportunities that fell along ethnic lines. This method of capturing relative aspirational 

deprivation allowed for an important shift away from previous measures that captured 

actual differences between groups, but had no indication of the likelihood that those 

differences were considered unjust. Because groups that are discriminated against see 

limitations not only in their outcomes but also in their opportunities, it is more likely that 

these inequalities are frustrating than would be if the groups’ income or political 

participation levels were simply different. However, even in the discrimination data, there 

is no indication of whether discriminated groups actually believe the current policies or 

restrictions in access are unfair. Therefore, it may be useful in future studies regarding 

aspirational relative deprivation to capture perceptions of the justice of inequalities rather 

than only their objective existence.  
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The second major weakness of the Minorities at Risk data was that the sample 

was limited to countries in which there are minorities “at risk,” but there was no 

guarantee that all countries left out of the sample did not use discriminatory policies 

against minority groups. Therefore, the countries that were not in the dataset could not be 

coded 0s, but the models using the dataset had to be interpreted as representing only 

countries in which there were at-risk populations. In other words, this restriction in the 

sample meant that there was likely already a degree of identity-based grievance present in 

every country in the dataset, which may have mis-represented the effects of other 

grievances—such as political and economic discrimination—on the likelihood of 

conflict.27 Future research would benefit from either a more complete measure of 

aspirational relative deprivation, which includes a representative sample of countries and 

the degree of perceived injustice between groups, or a version of the discrimination 

dataset that better represents the population of country years.  

The third limitation to nearly all prior research on aspirational relative deprivation 

lies in its assumptions rather than its measurement. The theory linking relative 

deprivation to conflict onset suggests groups that are discriminated against, or those that 

are on the “bottom” of an unequal relationship, are the ones who experience frustration 

and initiate aggressive behaviors. However, few studies explore which of the groups in an 

unequal dyad actually incite the violence. Instead, when violence occurs in regions of 

inequality the assumption is that such relative deprivation is the cause. Anecdotal 

evidence of recent conflicts in Uganda, Haiti, and Iraq in which state-based repression is 

used in an effort to maintain the status quo suggests that in some cases it may be the more 

                                                
27 The likelihood of conflict in a given country-period in the complete dataset was 2.4 percent, while that in 
the sample restricted to Minorities at Risk countries was over 9 percent.  
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privileged group that initiates the violence in an unequal relationship. This question of 

whether violence is employed by those on the “bottom” to change the status quo or those 

on the “top” to maintain it is worth further exploration as well.  

With regard to decremental deprivation, the findings suggest that it may deserve 

more attention in future research. Not only was change in GDP per capita one of the more 

robust indicators of onset, but it also added substantial classificatory power in CHR’s 

feasibility model. In addition, this measure of decremental deprivation was one of the few 

independent variables included that may change rapidly over time. Therefore, while the 

other characteristics of the state are helpful in determining where conflict is likely to 

occur, change in GDP per capita is helpful in determining when conflict is likely to 

occur.  

Perhaps the measure’s greatest weakness is the potential of change in GDP per 

capita to proxy several characteristics of the state. While in the past researchers 

interpreted the variable as an indicator of capacity and opportunity cost, it is argued here 

that it is best thought of as a measure of decremental deprivation. Similar to the use of 

infant mortality, the use of other measures of changes in capabilities over time that are 

not linked as closely with state capacity would buttress this argument. Recent research on 

food prices, for example, has shown some promise in this regard.  

The second arena in which the role of decremental deprivation may be furthered 

is in expanding it beyond the economic. Buhaug, Cederman, and Gleditsch’s (2014) 

research, for example, examined the effects of group decreases in political power over 

time. They drew on the Ethnic Power Relations (EPR) data, which classifies ethnic 

groups’ access to state power as monopoly, dominant, senior partner, junior partner, 
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regional autonomy, powerless, and discriminated. The authors classified any downward 

shift in this scale from one year to the next as a “downgrade,” and they found that 

downgrading related positively with the onset of both civil wars of all types and ethnic 

territorial wars. As with other grievance-based literature, the authors used GDP per capita 

and population to control for feasibility, so the effect of such downgrading while fully 

taking into account the feasibility of conflict is not entirely known. Further exploration of 

the effects of such political decremental deprivation may prove fruitful.  

From this research there are three major areas, then, in which future research can 

improve upon the current measures and interpretation of relative deprivation. First, a 

continued emphasis on perceived injustices along identity-based lines rather than simply 

objective differences among groups will help advance our understanding of the degree to 

which aspirational deprivation influences conflict onset. Second, the mechanisms 

underlying the link between aspirational deprivation and violence deserve further 

exploration. The assumption is that the relatively deprived groups are the aggressors in 

conflict onset, but there is a dearth of empirical research on the subject. Third, the role of 

decremental deprivation merits further exploration. There is evidence provided in this 

research that changes in economic capabilities over time are related to conflict onset. 

However, the interpretation of change in GDP per capita is too ambiguous to make a 

strong case at this time. Future measures that are independent from capacity and 

emphasize additional dimensions of decremental deprivation such as that in the political 

arena are worth exploring.  
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The Effect of the Dependent Variable in Onset Research 

 The focus in this research was on whether and to what degree updated measures 

of grievance add to our understanding and explanations of when and where conflict 

occurs. In order to test whether these new measures improve upon CHR’s feasibility 

model, the proposed indicators of grievance were added to CHR’s original model, using 

both their modeling technique and their dependent variable. However, both the technique 

and measurement of conflict may be the subject of scrutiny.  

 CHR identify civil wars using a dataset in which wars “start” when 1,000 total 

deaths occur due to fighting between a state and a named opposition group. The intent of 

the high threshold is to delineate civil wars from smaller-scale violence. However, this 

threshold also has several unintended consequences.  

 One criticism against the 1,000 death threshold is that there is no practical 

difference between a conflict that results in 1,000 deaths and one that results in 990. 

While the former conflict would be coded as an “onset” in the Gleditsch dataset, the latter 

would be considered a “peace year.” Therefore, it is possible that events that are for all 

practical purposes “civil wars” are not included in these data. A potential path forward 

related to this limitation is discussed below.  

 A second criticism is that CHR code “onset” as the year in which 1,000 deaths are 

reached rather than the year in which the violence initially begins. This coding method 

means that ongoing conflict could impact the levels of the independent variables prior to 

the officially coded “onset,” conflating conditions that lead to war with those that result 

from violence. Research that uses the Gleditsch data to determine causes of onset would 

benefit from considering whether changing the “onset” year to the start of the conflict 

rather than the year of the 1,000th death changes the effects of the independent variables.  
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 The third criticism that is particularly important in research regarding the role of 

grievances is that the high death threshold may conflate conflict onset with conflict 

duration. Unless a conflict escalates quickly, it is likely to take some time before reaching 

1,000 deaths. It is also likely that high capacity states quell violent conflict more quickly 

than do low capacity states. Therefore, it is possible that there are situations in which 

grievance levels are high enough to motivate violent conflict, but a relatively high state 

capacity prevents the conflict from reaching the threshold and being recorded as an onset. 

If those assumptions are correct, the high death criterion for considering a conflict a civil 

war would discount the role of grievance as a motivator in higher capacity in countries.  

 All research that codes onset as a single arbitrary point in the course of conflict 

suffers from another significant limitation that deserves to be addressed moving forward, 

which is that conflict is likely better thought of as a process than as an event. While 

Collier and Hoeffler (2004), Collier, Hoeffler, and Rohner (2009), and Fearon and 

Laitin’s (2003) coding of onset all treat conflict as a situation that occurs at a single point 

in time, Young (2016) points out that manifestations of conflict are the result of multiple 

interactions between the citizenry and the state. In the event that citizens have grievances, 

they must first determine some action to address those grievances. The state must then 

determine its response. These actions and responses ultimately determine the ways in 

which perceived incompatibilities manifest themselves. The question then becomes 

whether certain types or levels of grievance or types or levels of capacity lead people or 

states toward different actions or responses.  

 The case of the Arab Spring countries and their differential responses to similar 

behaviors among citizens based on similar grievances in states with similar levels of 
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capacity is telling in this regard. In Egypt, there was a military presence at protests, but 

they did not respond in a coordinated, violent manner to the expression of grievances. 

Not long after the protests began, non-violent regime change took place. In Syria, on the 

other hand, the state met initially non-violent protestors with brutality and imprisonment. 

Factions of the Syrian military defected in response, and created the Free Syrian Army 

with the stated aim of overthrowing the government. The civil war there recently entered 

its sixth year. In both cases, civilians expressed discontent over similar levels of 

grievance in similar ways. The very different responses of the states, though, led to very 

different outcomes in how the conflict manifested itself in the long term.  

 The reverse of the question of how the state responds to citizens is how the 

citizens approach the state regarding grievances. As Cunningham (2013) points out, the 

decision whether to approach the state with the intention of becoming a violent or non-

violent movement may be strategically calculated by considering the “costs and benefits 

of different types of mobilization” (p. 292). These nuances in interactions between the 

state and citizens, and how and when grievance and capacity may influence citizens’ or 

states’ responses, cannot be dissected in research that treats conflict as a singular event. 

However, if the dependent variable were a scale measuring different steps along the 

conflict process, a deeper understanding of the roles of both grievance and opportunity at 

different stages of that process may be possible to achieve. Treating conflict as a process 

over time rather than a single point may also help with the problem alluded to throughout 

this research that characteristics of the state are beneficial in directing researchers and 

policy makers to where conflict is likely to occur, but gives little indication of when it 

may take place. Finally, this process-based approach helps alleviate the problems 
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associated with the arbitrary death threshold discussed above, in addition to the 

conflation of onset and duration. One possible indicator that may be useful in this regard 

is the Heidelberg Conflict Intensity Index (HCII).  

 The HCII uses a five-stage ranking in order to classify the intensity of conflicts. 

They code conflicts as disputes, non-violent crises, violent crises, limited wars, and wars. 

The researchers define disputes as “political conflict carried out without resorting to 

violence,” while non-violent conflict occurs when “one of the actors threatens to use 

violence” (HIIK, 2016, p. 7). The determination for whether conflicts are considered 

violent crises, limited wars, or wars is made based on a combination of factors, including: 

the type of weapons used and their level of deployment, the number of people involved in 

violent actions, the number of casualties, the number of refugees and internally displaced 

persons, and the amount of destruction. As long as these criteria remain at low levels, the 

conflict is considered a violent crisis. As higher levels start to appear, the conflict is 

upgraded to a limited war. As the higher levels begin to appear in combination, the 

conflict is coded an outright war.  

 Using either the HCII as a whole or its components as the dependent variable in 

conflict studies would allow researchers to gain a greater understanding of how 

grievances, feasibility, or a combination of the two may influence actors at each step of 

the process. It is possible, for example, that grievances are useful for predicting disputes, 

crises, and even violent crises, but that capacity and feasibility are better indicators of 

limited wars and wars. As the possibility of conflict increases, the capacity of the state 

may become a more salient piece of the equation for potential rebels. Treating conflict as 

a singular event that occurs only at the end of this escalation process limits the ability of 
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researchers to capture these nuances and to fully understand when and where violent 

crises, limited wars, and outright wars occur.  

 The dependent variable employed by CHR and used in this research, then, has 

several limitations that may affect the interpretation of the findings. Because the 

threshold for onset is set at 1,000 deaths, it is possible that in some states ongoing conflict 

influenced the measures of the independent variables prior to the coded onset. In 

addition, the high threshold may conflate onset and duration, artificially deflating the role 

of grievances in driving onset in mid- to high-capacity states. The use of this particular 

dependent variable was appropriate in this case, because it allowed for the best 

comparison between CHR’s original model and the updated version. However, it will be 

beneficial to consider the role of grievances in cases in which the threshold for onset is 

much lower, in order to determine whether grievance drives initial onset, but capacity is 

more strongly related to duration.  

 In addition, further research in which conflict is treated as a process rather than as 

an event may help distill the relationships among grievance, opportunity, citizens’ 

actions, states’ responses, and civil war. In coding conflict as a single point in time, 

conditions that enable violent conflict have become better understood. However, knowing 

the characteristics of a state that are most strongly associated with conflict offers little 

insight into when that conflict might manifest itself. Alternative dependent variables such 

as the HCII that allow researcher to distinguish among various phases in conflict may be 

beneficial in future research.   
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The Importance of Qualitative Case Studies 

 The final suggestion to advance our understanding of the roles of both feasibility 

and grievance is that deviant cases should be selected and examined in more detail. There 

are likely lessons to be learned from atypical cases of both conflict and peace. For 

example, in the years leading up to Ethiopia’s civil war, the probability of conflict in the 

country based on the feasibility model was near 25 percent. After the conflict, the 

feasibility model suggested that the probability of conflict hovered over 50 percent for 

the next decade, but the conflict has not returned. While there are no regime type data for 

the post-war period, the country has experienced 5-year averages of positive growth, its 

infant mortality rate has cut in half, and its highest political discrimination score has been 

one. This cursory glance suggests that an effort to decrease grievances may at least 

partially be responsible for the periods of peace, in spite of the high feasibility of conflict. 

Exploration of other states in which the feasibility of conflict is high but violent conflict 

has not occurred may be useful in determining methods for reducing conflict likelihood 

in low-resource states. 

 On the other end of the spectrum there are countries such as Colombia in the 

1980s and Turkey in the 1990s, where the overall models of both feasibility and 

grievance suggest that the probability of conflict would be low, yet both experienced civil 

wars. The question of Colombia may be explained away with purely greed-based motive, 

which was not given much attention here. The case of Turkey, however, could provide a 

great deal of insight into the role of grievances. During the 1980s, Turkey’s GDP per 

capita was near average, its infant mortality rates were below average, and GDP growth 

rates were above average. However, the high degree of political exclusion (scored four in 

the MAR dataset) may have been sufficient to foment the Kurdish separatist movement.  
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 This brief inspection of the data suggests that neither feasibility nor grievance, as 

currently defined and measured, sufficiently explains when and where conflict occurs. 

Instead, the question raised is: In what ways do feasibility and grievance affect the 

conflict process? Perhaps a qualitative examination of these diverse cases can offer some 

insight in that regard.  

Summary 

 The primary conclusion stemming from this research is that more theoretically 

sound measures of grievance, when added to Collier, Hoeffler, and Rohner’s model, 

illustrate that higher grievance levels are associated with an increased risk of conflict 

even when controlling for feasibility. However, there is still little evidence that knowing 

these grievance levels increases the classificatory power of the feasibility model of 

conflict. Therefore, the onus is on the proponents of a grievance theory of conflict to 

illustrate the ways in which grievance explains what feasibility cannot regarding the 

likelihood of conflict onset.  

 There were several additional findings, as well as limitations to the current 

research, that may help pave a way forward for those interested in understanding the 

causes of civil conflict. In this research, measures of relative deprivation appeared to be 

more strongly related with conflict onset than were measures of absolute deprivation. An 

emphasis on improved measures of perceived injustices that fall along identity-based 

lines and are available for a representative sample of the population of country-years will 

help advance our understanding of the degree to which relative deprivation increases the 

likelihood of conflict. In addition, exploration of treating the existence of absolute 

deprivation as opportunity cost rather than a conflict-driving grievance could be fruitful.  
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 There is compelling evidence for considering the interaction between grievance 

and opportunity as a driver of conflict rather than treating each independently. The data 

suggest that the effect of grievance may depend on the level of state capacity and vice 

versa regarding where conflict occurs. By treating grievance and opportunity as 

competing theories and pitting the two against each other in mathematical models, 

researchers may be missing the critical feature of how they interact.  

 While the measures of grievance incorporated here represent improvements over 

those used in the opportunity literature, there are still many advances to be made. Infant 

mortality and change in GDP per capita are too highly correlated with indicators of state 

capacity to make a clear and compelling case for their representing grievance rather than 

opportunity. The regime type dummies provided some insight into the relationship 

between political opportunities and conflict, but it was not always possible to discern 

whether each type best represented political opportunities, the likelihood of relative 

political deprivation, or state capacity. The discrimination data offered several advantages 

over prior measures of aspirational deprivation, but were limited by the sample from 

which the data were drawn. Improvements in the measurement of each of the explanatory 

variables will help us develop our understanding of how the concepts they are meant to 

capture influence the likelihood of conflict.  

 Finally, the dependent variable in future conflict research ought to be considered 

carefully. Treating onset as a singular event that may be coded years after violent 

skirmishes begin is fraught with challenges and limitations. The next step in civil conflict 

research likely involves some merging of the “greed”-grievance debate in which the 

components of each explanation are combined in order to better understand how each 
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influences different stages of the conflict process rather than how they affect the 

likelihood that a manifest conflict will reach some arbitrary point. The usefulness of this 

approach will depend in part on the incorporation of theoretically sound measures of both 

grievance and opportunity, toward which this research provides a step.  
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APPENDIX B 

Coding Criteria for Political and Economic Discrimination28 

 

Political discrimination 

 

0 - No discrimination 

 

1 - Neglect/Remedial policies. Substantial under representation in political office and/or 

participation due to historical neglect or restrictions. Explicit public policies are designed 

to protect or improve the group’s political status.  

 

2 - Neglect/No remedial policies. Substantial under representation due to historical 

neglect or restrictions. No social practice of deliberate exclusion. No formal exclusion. 

No evidence of protective or remedial public policies.  

 

3 - Social exclusion/Neutral policy. Substantial under representation due to prevailing 

social practice by dominant groups. Formal public policies toward the group are neutral 

or, if positive, inadequate to offset discriminatory policies. 

4 - Exclusion/Repressive policy. Public policies substantially restrict the group’s 

political participation by comparison with other groups.  

99 - No basis for judgment  

 

                                                
28 Given in the Minorities at Risk Codebook (Minorities at Risk Project, 2009, p. 11).  
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Economic Discrimination 

 

0 - No discrimination  

1 - Historical neglect/Remedial policies. Significant poverty and under representation in 

desirable occupations due to historical marginality, neglect, or restrictions. Public 

policies are designed to improve the group’s material well being.  

2 - Historical neglect/No remedial policies. Significant poverty and under 

representation due to historical marginality, neglect, or restrictions. No social practice of 

deliberate exclusion. Few or no public policies aim at improving the group’s material 

well-being.  

3 - Social exclusion/Neutral policies. Significant poverty and under representation due 

to prevailing social practice by dominant groups. Formal public policies toward the group 

are neutral or, if positive, inadequate to offset active and widespread discrimination.  

4 - Restrictive policies. Public policies (formal exclusion and/or recurring repression) 

substantially restrict the group’s economic opportunities by contrast with other groups.  

99 - No basis for judgment  
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APPENDIX C 
 

Univariate Analysis of Collier, Hoeffler, and Rohner Model Tests  
 

Table C1: Summary Statistics for Onset Years Using Updated Data 
 

Variable Onset Mean (SD) Min Max Obs 
Conflict Onset (Dummy) 

GDP/capita (1,000s) 

PCE 

PCE Squared 

Peace Years 

Former French African Colony 

Social Fractionalization 

Young Men (Prop of Total Pop) 

lnPopulation 

Mountainous Terrain 

Infant Mortality 

MSES 

Full Democracy 

Partial Democracy 

Partial Democracy w/ Factionalism 

Partial Autocracy 

Full Autocracy 

Transition 

Political Discrimination (0-4) 

Economic Discrimination (0-4) 

GDP Growth (Lag) 

N 

1.000 (0.000) 

6.899 (1.081) 

0.147 (0.132) 

0.039 (0.077) 

15.593 (14.143) 

0.041 (0.200) 

0.253 (0.198) 

0.132 (0.013) 

16.521 (1.362) 

20.204 (21.183) 

94.555 (42.248) 

0.245 (0.231) 

0.000 (0.000) 

0.085 (0.281) 

0.159 (0.367) 

0.122 (0.329) 

0.488 (0.503) 

0.146 (0.356) 

3.325 (1.250) 

2.904 (1.358) 

0.002 (0.074) 

1.000 

4.774 

0.006 

0.000 

1.000 

0.000 

0.000 

0.099 

13.963 

0.000 

11.750 

0.003 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

-0.315 

1.000 

8.870 

0.745 

0.555 

57.000 

1.000 

0.651 

0.161 

20.785 

74.500 

186.800 

1.603 

0.000 

1.000 

1.000 

1.000 

1.000 

1.000 

4.000 

4.000 

0.287 

97 

93 

90 

90 

97 

97 

95 

92 

95 

94 

81 

93 

82 

82 

82 

82 

82 

82 

83 

83 

90 

97 



176 
 

Table C2: Summary Statistics for “Other” Years – Updated Data 
 

Variable Onset Years 
Mean (SD) 

Min Max Observations 

Conflict Onset (Dummy) 
 
GDP/capita (1,000s) 
 
PCE 
 
PCE Squared 
 
Peace Years 
 
Former French African Colony 
 
Social Fractionalization 
 
Young Men (Prop of Total Pop) 
 
lnPopulation 
 
Mountainous Terrain 
 
Infant Mortality 
 
MSES 
 
Full Democracy 
 
Partial Democracy 
 
Partial Democracy w/ Fact 
 
Partial Autocracy 
 
Full Autocracy 
 
Transition 
 
Political Discrimination (0-4) 
 
Economic Discrimination (0-4) 
 
GDP Growth (Lag) 
 
N 

0.000 (0.000) 

8.126 (1.565) 

0.175 (0.241) 

0.088 (0.762) 

27.238 (17.262) 

0.089 (0.285) 

0.171 (0.168) 

0.129 (0.020) 

15.701 (1.708) 

16.515 (20.101) 

58.682 (49.203) 

0.332 (0.227) 

0.188 (0.391) 

0.113 (0.316) 

0.076 (0.266) 

0.085 (0.280) 

0.406 (0.491) 

0.132 (0.339) 

2.915 (1.274) 

2.566 (1.319) 

0.022 (0.041) 

0.000 

4.933 

0.002 

0.000 

1.000 

0.000 

0.000 

0.081 

9.659 

0.000 

2.180 

0.001 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

0.000 

-0.279 

0.000 

11.723 

4.973 

24.725 

63.000 

1.000 

0.651 

0.278 

21.002 

94.300 

234.400 

2.225 

1.000 

1.000 

1.000 

1.000 

1.000 

1.000 

4.000 

4.000 

0.360 

 

1355 

1242 

1167 

1167 

1355 

1355 

1291 

1249 

1283 

1288 

1155 

1245 

1242 

1242 

1242 

1242 

1242 

1242 

784 

786 

1234 

1355 
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APPENDIX D 
 

Regime Type Tests 
 

Table D1: Logit Model of Onset - Partial Democracies with Factionalism as Reference 
(Full Democracies Removed from the Sample) 

 

 
 
 
 

  

DV = Onset Model 1 
PCE/Growth Obs 

Model 1 
Ref = Full Autocracy 

Model 2 
Ref = Factionalised Democ 

Year 

Full Autocracy 

Part Autocracy 

Part Democ Fact 

Part Democ 

Full Democ 

Part/Full Democ 

Transitional 

Const 

N  

0.005 (0.045) 

1.551 (0.427)*** 

1.311 (0.547)** 

1.916 (0.491)*** 

-- 

-- 

ref 

1.361 (0.485)*** 

-3.949 (0.481)*** 

1140 

-0.007 (0.042) 

Reference 

0.181 (0.373) 

0.554 (0.343) 

-0.444 (0.436) 

-- 

-- 

-0.072 (0.346) 

-2.501 (0.261)*** 

1091 

-0.007 (0.042) 

-0.554 (0.343) 

-0.372 (0.444) 

Reference 

-0.998 (0.491)** 

-- 

-- 

-0.626 (0.421) 

-1.947 (0.394)*** 

1091 
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Table D2: Cross Tabulation of Political Discrimination and Factionalized Democracies  
in the Full Sample of Countries 

 
 Not Factionalized Factionalized Total 

No Discrimination 7.6% 4.7% 7.3% 
Neglect/Remedial Policies 8.4% 5.9% 8.1% 

Neglect/No Remedial Policies 11.3% 12.9% 11.5% 
Exclusion/Neutral Policy 25.9% 29.4% 26.2% 

Exclusion/Repressive Policy 46.8% 47.1% 46.8% 
Total N 750 85 835 

    �2 = 2.01, p = 0.734 
 
 
 

Table D3: Cross Tabulation of Political Discrimination and Factionalized Democracies  
among Factionalized Countries and Autocracies Only 

 
 Autocracies Fact. Democ. Total 

No Discrimination 8.4% 4.7% 7.9% 
Neglect/Remedial Policies 3.7% 5.9% 4.0% 

Neglect/No Remedial Policies 10.0% 12.9% 10.4% 
Exclusion/Neutral Policy 23.6% 29.4% 24.4% 

Exclusion/Repressive Policy 54.4% 47.1% 53.4% 
Total N 539 85 624 

    �2 = 4.472, p = 0.346 
 
 
 
 
 
 


