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ABSTRACT

Identity disclosure risk is an essential consideration in data anonymization aimed at preserving privacy and utility. The risk is regionally dependent. Therefore, there is a need for a regional empirical approach in addition to a theoretical approach in modeling disclosure risk estimation. Reviewed literature pointed to three influencers of the risk. However, we did not find literature on the combined effects of the three influencers and their predictive power. To fill the gap, this study modeled the risk estimation predicated on the combined effect of the three predictors using the Kenyan situation. The study validated the model by conducting an actual re-identification quasi-experiment. The adversary’s analytical competence, distinguishing power of the anonymized datasets, and linkage mapping of the identified datasets are presented as the predictors of the risk estimation. For each predictor, manifest variables are presented. Our presented model extends previous models and is capable of producing a realistic risk estimation.
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INTRODUCTION

As advancements in data collection, storage, and processing technologies are being realized, there is a rise in privacy concerns from both data subjects (individuals from whom data is collected) and the data custodians (Zlatolas et al., 2022). The need to monetize the data, which has led to data being released to third parties and even to the general public, has made the concerns even greater (Quach et al., 2022). Those concerns have necessitated governments and organizations to develop data protection regulations and frameworks, though that has not eliminated the concerns. The regulations and frameworks usually
require datasets to be de-identified before release. De-identification ensures all personally identifiable information is removed from the dataset before the dataset is released. However, de-identification only reduces the chances of dataset recipients disclosing the identity of individuals in the dataset. The level of de-identification and concealing necessary to make a dataset anonymous should correspond to the risk of identity disclosure posed (Orooji & Knapp, 2018). Therefore, the prevailing risk of identity disclosure influences the anonymization process required to prepare a dataset for release. Furthermore, the identity disclosure risk is influenced by situation-dependent factors (Xia et al., 2021). That means the risk level will vary from one situation to another. Further, reviewed literature has shown that the identity disclosure risk is regionally dependent. Many studies in developed countries have been undertaken, and identity disclosure risks have been established (Antoniou et al., 2022; Bandara et al., 2020; El Emam et al., 2020; Farzanehfar et al., 2021; Ribeiro & Nakamura, 2019; Rocher et al., 2019; Simon et al., 2019; Xia et al., 2021). However, our study did not find any similar study for Kenya or its neighbors, establishing that as a gap that needs filling. This study sought to address this by identifying the factors influencing identity disclosure risk and developing a model for estimating the risk. The model was validated using empirical data from an identity disclosure experiment.

The remainder of this paper presenting the study is structured as follows: the literature review that led to the formulation of a conceptual model, study methodology, results, discussion and conclusion.

**REVIEWED LITERATURE**

With the convergence of technologies, large volumes of data are rapidly generated and stored, making the big data phenomenon a reality. But the phenomenon’s potential remains untapped unless there are means of extracting useful information from that data. Efforts to leverage the big data phenomenon have led to data analytics being applied widely as the information-driven economy becomes predominant in many parts of the world (McKinsey Analytics, 2016).

Data analytics often requires analysts to have access to multiple datasets so that they are able to establish patterns and trends, leading to hindsight, insight, and foresight (El Emam et al., 2011; Nelson, 2015; Schroeck et al., 2012). Hence, as data analytics takes root, the need for data sharing has become critical. Data sharing entails the data custodian releasing datasets to either third parties or the general public for various uses, including secondary analysis. Secondary analysis is where a party other than the one who originally collected data for primary analysis is given access to the dataset for further analysis. This secondary analysis is usually different from the primary analysis. Indeed, secondary data analysis is becoming common practice and data sharing and data release should be promoted to leverage data analytics and secondary data analysis (Branson et al., 2020; Mello et al., 2018).

Data privacy and analytical utility are fundamental aspects of data sharing and release (El Emam & Hassan, 2016). The released dataset should be anonymous to the extent that it does not cause a privacy breach but remains useful for analytics purposes. If privacy preservation were the only concern, it would easily be achieved (Hsu et al., 2014). For example, frequency tables, contingency tables, and histograms are highly summarized, maintaining very high privacy but retaining little analytical utility. However, the act of balancing privacy and utility is what makes privacy preservation a non-trivial matter.

Privacy concerns have led many governments to develop privacy and data protection regulatory frameworks. Examples include Europe’s General Data Protection Regulation, the USA Health Information Portability and Accountability Act, Safe Harbor, and California’s Consumer Privacy Act (Rocher et al., 2019). All are aimed at protecting data subjects’ confidentiality. Kenya enacted a data protection law in 2019 (Republic of Kenya, 2019), giving effect to articles 31(c) and (d) of the
Constitution of Kenya 2010 (Constitution of Kenya, 2010). But privacy and data protection require a holistic approach, including legal, administrative, and technical safeguards and the aforementioned legal safeguards require datasets to be anonymized before they are released. Such releases are considered to be private data releases. Anonymization involves removing explicit identifiers such as name, e-mail address, etc., that uniquely identify data subjects, but retaining some quasi-identifiers such as gender and year of birth, which, on their own, do not uniquely identify an individual in the dataset. However, reviewed literature has shown that some combinations of the quasi-identifiers have led to privacy breaches, with individuals in anonymous datasets being re-identified (Li et al., 2007; Machanavajjhala et al., 2007; Mello et al., 2018; Sweeney, 2002). That means having an anonymous dataset does not entirely eliminate disclosure risk.

**Statistical Disclosure Risk**

Disclosure risk refers to the probability of an adversary or attacker gaining information about a particular data subject by interacting with released anonymous datasets. An adversary or attacker in this context is any dataset recipient, intended or unintended, with motives to attempt, and aims to succeed in causing disclosure of a data subject (Kniola, 2017). Data subject refers to the individual from whom data was collected, in this case, represented by a record in the datasets. Disclosure risk is categorized into attribute disclosure and identity disclosure (also called re-identification). In attribute disclosure, an adversary successfully associates a particular attribute in the anonymous datasets to a specific population unit. This way, though unable to identify a specific data subject in the anonymous dataset, the adversary can gain attribute knowledge about some group of data subjects by interacting with the dataset. For example, suppose an adversary knows a given individual is among the records under consideration. In that case, the adversary may learn about an attribute of that individual they did not know about. Identity disclosure, also called re-identification, is when a given record in the released anonymous dataset is successfully associated with a specific data subject. In other words, the identity of an individual, who was initially unknown, is revealed. Our study focused on identity disclosure, i.e., the re-identification risk.

Most reviewed studies on disclosure risk assessment are for a specific geographical region. In this context, a region is an area of jurisdiction under a certain governance structure, legal framework, and policies. Examples of a region include a state, country, or group of countries forming an economic block. For example, some studies on disclosure risk assessment were based in Canada (Dankar et al., 2012; El Emam et al., 2009, 2010; El Emam, 2013; El Emam et al., 2020), others were based in the USA (Xia et al., 2021; Rocher et al., 2019; Simon et al., 2019), and one was based in Singapore (personal Data Protection Commission Singapore, 2018). Regional disclosure risk assessment is logical because a major factor that influences disclosure risk depends on the attributes left in the anonymous datasets, and these could vary from region to region. For example, geographic information is one of the quasi-identifier attributes relied on in re-identification. The geographic information given will vary from one region to another and could have different disclosure abilities. For instance, the USA zip code, combined with a year of birth and gender, can re-identify up to 63% to 87% of the population in the USA (Benitez & Malin, 2010). The zip code provides details on the residential area of a given individual in the USA. Other regions, like Kenya, do not have such well-defined geographic information on residential areas. Instead, there are administrative blocks (counties, sub-counties, locations, and villages) that have many individuals residing there. Therefore, Kenyan geographic information may have much less disclosure information than the USA zip code.
Geographic information is just one example of how quasi-identifiers retained in the anonymized datasets that are shared or released could have different disclosure abilities. Indeed, Rocher et al. (2019) found fifteen demographic attributes that could be used to correctly re-identify 99.98% of Americans. However, different regions may have similar or completely different attributes each with varying disclosure strength.

Another influence of disclosure risk is the availability of identified datasets that adversaries can easily link with the released anonymized datasets to disclose the identity of data subjects. Some regions, such as the USA, make available voters’ register information and this has been relied on by attackers for re-identification (Barth-Jones, 2012; Benitez & Malin, 2010; El Emam, 2006; El Emam et al., 2011; El Emam et al., 2020; Simon et al., 2020; Sweeney et al., 2017; Xia et al., 2021). However, in other regions, such datasets are not made public (Muturi et al., 2022). Further, some regions have well-structured legal frameworks and policies to guide anonymization of datasets before sharing or release. A good example is the EU’s General Data Protection Regulation (Jayasinghe et al., 2019; Ribeiro & Nakamura, 2019; Rocher et al., 2019; Xia et al., 2021) and the USA Health Information Portability and Accountability Act (Dankar et al., 2012; Rocher et al., 2019; Santu et al., 2018). However, other regions do not have such frameworks.

We, therefore, claim that different regions will have varying disclosure risk levels and that the risk is regionally dependent. Indeed, it has been said to be situationally dependent (Xia et al., 2021). We base our claim on the fact that different regions will have different quasi-identifier attributes retained in the released datasets, and those attributes have different disclosure abilities. Further, different regions will have different laws and policies on data anonymization and release, which will influence the disclosure risk. Data custodians or curators in a region should, therefore, seek to establish the prevailing disclosure risk and identify attributes with high disclosure abilities.

Since a risk management strategy requires understanding the threat posed so as to know how to avert it, each region needs to establish a realistic estimate of its prevailing disclosure risk. There are many studies in the USA, Canada, and other developed countries relating to disclosure risk (El Emam et al., 2011; El Emam et al., 2020; Patel & Jethava, 2018; Rocher et al., 2019; Xia et al., 2021), but the same cannot be said of African countries. For example, our study did not find any literature on modeling disclosure risk in Kenya or her neighboring East African countries. Therefore, there is a need for an empirical approach to modeling the disclosure risk for Kenya in order to get realistic disclosure estimates. Relying on a theoretical approach, which adopts a worst-case scenario during disclosure risk estimation, tends to provide higher disclosure risk estimates than there may really be (Xia et al., 2021). Overestimates of disclosure risk produced by the theoretical approach can lead to an unnecessarily stringent level of anonymization, meaning higher privacy levels at the expense of analytical utility. Hence, an empirical approach is needed to estimate a realistic or actual risk to guide anonymization aimed at achieving a balance between privacy and utility. Keeping data private means that the risk of disclosure is maintained at a level that is lower than or equal to a given acceptable threshold, currently set at 0.09 and applied even in the medical research fields (Branson et al., 2020).

To achieve a private data release that preserves both privacy and analytical utility, the data custodian or curator needs to understand the prevailing disclosure risk. Underestimating that risk will lead to anonymization that could easily cause privacy breaches. On the other hand, overestimating the risk will lead to too much suppression of the anonymous datasets, reducing the dataset’s analytical utility (Xia et al., 2021). The need to balance privacy and utility underscores the necessity of a realistic estimate of the disclosure risk.
Reviewed literature has identified several factors that influence identity disclosure risk. They revolve around three players: the adversary, the released anonymous datasets, and the auxiliary identified datasets used for LM with the anonymous datasets leading to disclosure (Dankar et al., 2012; Elliot, 2000; Mello et al., 2018; Rocher et al., 2019; Skinner & Elliot, 2002; Sweeney, 2000; Xia et al., 2021). However, our study did not find any model that sought to study the combined effects of the factors influencing disclosure risk and their predictive strengths. Therefore, there is a need to develop a framework for modeling disclosure risk prevailing in a given region (country or state) to establish realistic disclosure risk estimates.

The Study Conceptual Model

Statistical disclosure risk is the probability that a record that was anonymous (de-identified) in the released dataset would be disclosed (re-identified) by an adversary due to interaction with the released dataset. Our conceptual model is, therefore, based on probability theory. Probability theory uses random variables and probability distributions to mathematically evaluate the probability associated with a random phenomenon. A random variable is one whose value is unknown a priori, and a probability distribution is a mathematical function describing the probability of different possible values of a variable. A random phenomenon is a situation in which the possible outcomes are known but not the specific ones that will happen. Probability theory uses formal concepts to describe the probability of occurrence of a given outcome. The random phenomenon and the random variables influencing the phenomenon need to be established for probability theory to be applied. The probability distribution then gives the relationship between the random variables and the random phenomenon.

Probability theory can be approached either theoretically or experimentally. Theoretical probability is determined through logical reasoning without conducting experiments. Experimental probability, on the other hand, is determined as a result of data obtained from repeated experiments. Our research adopted experimental probability to get empirical data based on actual disclosure attempts.

The reviewed literature on assessing or estimating disclosure risk has applied probability theory, though not stating it explicitly, mostly using theoretical probability (Bandara et al., 2020; Bethlehem et al., 1990; Domingo-Ferrer & Torra, 2003, 2004; Duncan & Lambert, 1989; Manrique-Vallier & Reiter, 2012; Paass, 1988; Shlomo, 2010; Shlomo & Skinner, 2022; Skinner & Elliot, 2002; Xia et al., 2021). From the literature reviewed, there are three players from whom random variables are drawn. These are the adversary (Wan et al., 2015; Xia et al., 2021), released dataset (Kounine & Bezzi, 2008; Lubarsky, 2017; Winkler, 2005), and auxiliary identified datasets (Barth-Jones, 2012; Benitez & Malin, 2010; Machanavajjhala, 2007; Sweeney, 2002; Xia et al., 2021). The random phenomenon is the risk of disclosure, mainly identity disclosure (re-identification). Some researchers have modeled the disclosure risk based on unique attributes of both the sampled dataset and the population and the linkage matching key attributes between the released dataset and the auxiliary datasets. Others have modeled disclosure risk based on the adversary’s capabilities and resources (Xia et al., 2021). The literature reviewed mostly used probability distribution to represent the relationships among the variables. The use of mathematical expressions and probability notations can be confusing to an audience lacking a mathematical background. Hence, our study adopted the Bayesian network to represent the relationships between the independent and dependent variables in the model to make it easier for audiences to understand.

The identification of three players, namely the adversary, released dataset, and auxiliary datasets that influence disclosure risk, has been supported by Wan et al. (2015), who used game theory to assess the risk of re-identification. The authors adopted game theory to analyze re-identification risk and modeled the data recipient (the adversary) as a player. The adversary was assumed to be intelligent and had
access to resources to perform a linkage attack. A linkage attack involves matching key attributes between the released anonymous dataset and auxiliary identified datasets. Wan et al. (2015) implicitly recognize released datasets and auxiliary datasets as players in the disclosure exercise by referring to the linkage attack.

Based on the literature reviewed on identity disclosure risk factors, our study focused on the actual aspects of the players influencing disclosure risk: the adversary, the released dataset, and the auxiliary identified datasets. The study proposes three constructs as predictors of re-identification risk, the analytical competence (AC) of the adversary, the distinguishing power (DP) of the anonymous datasets, and linkage mapping (LM) of the auxiliary identified datasets. The study proposes a conceptual model presented in Figure 1, having not found any studies on the combined effect of the predictors influencing the re-identification risk to fill the gap.

**Figure 1**

**Re-Identification Conceptual Model**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Manifest Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical Competence (AC)</td>
<td>Analytical Skills Proficiency, Background Knowledge, Data Processing Proficiency</td>
</tr>
<tr>
<td>Distinguishing Power (DP)</td>
<td>Uniqueness causing attributes</td>
</tr>
<tr>
<td>Linkage Mapping (LM)</td>
<td>Datasets Availability, Datasets Usability</td>
</tr>
</tbody>
</table>

Figure 1 depicts the three independent constructs hypothesized to influence or predict the dependent variable, the re-identification risk. The independent and dependent constructs, each represented by a rectangle, cannot be measured directly, hence there are manifest or observable variables used to measure them. The manifest variables are listed in each rectangular box.

**Hypothesis 1 (H1): The adversary’s AC positively influences the re-identification risk.**

The main player here is the adversary interacting with the released dataset and seeking to cause disclosure. Most studies focus on background knowledge enabling the adversary to succeed in the re-identification. We argue that the analyst requires more than just background knowledge, and that is how we arrived at the adversary’s AC as the factor that influences the likelihood of the adversary succeeding in causing re-identification. We hypothesize that the more AC an adversary possesses, the greater the risk of re-identification.

Reviewed literature pointed to the adversary’s background knowledge as a factor influencing disclosure risk (Ganta et al., 2008; Machanavajjhala, 2007; Kifer, 2009; Mohammed et al., 2011; Narayanan & Shmatikov, 2008; Yin et al., 2015). We agree, but argue that background knowledge alone is not sufficient in enabling disclosure. An adversary needs additional skills to interact with datasets, reveal
unique records, and then apply background knowledge to cause disclosure. Take the case of the Massachusetts’ governor re-identification as an example. The governor was a public figure, and his hospitalization was highly publicized implying an adversary would have background knowledge readily available (Barth-Jones, 2012). But the researcher had to link the released anonymous dataset from the insurance company and that of the voters’ register to identify the records - six records had the same date of birth, three were male, and one had a unique zip code (Barth-Jones, 2012). That is how the governor’s health record was re-identified (Barth-Jones, 2012; Machanavajjhala et al., 2007; Sweeney, 2002). The researcher must have used data processing and analytical skills to match and establish the governor’s record’s uniqueness. Mapping the anonymous dataset from the insurance to the identified dataset from the voters’ register and getting the matching records required data processing and analytical skills. The initial small set of records identified were then further analyzed using the background knowledge of the adversary (the researcher) to re-identify the governor’s record. Establishing record uniqueness from datasets may require dataset operations and manipulations that may not be achievable unless the adversary is proficient in data processing and has analytical skills.

Background knowledge usually goes together with cross-correlation with other datasets to achieve re-identification (Narayanan & Shmatikov, 2008). Hence, data processing and analytical skills are needed to establish cross-correlation among datasets. The disclosure of Netflix users in the famous Netflix Prize competition involved adversaries using data processing and analytical skills to re-identify records (Archie et al., 2018; Narayanan & Shmatikov, 2008; Porter, 2008).

The ability of the adversary to cause disclosure is what we have called AC. This is akin to Xia et al’s (2021) modeling the adversary’s resources and capabilities. Analytical competence, being a latent construct, cannot be measured directly. We argue that background knowledge lays the ground for or strengthens the adversary’s AC. However, background knowledge on its own cannot cause disclosure. The adversary must interact with the datasets, juggle them, make comparisons, establish patterns, draw conclusions, etc. We called these capabilities data processing proficiency. The ability to establish a record’s uniqueness, link and match records, and draw conclusions after interacting with datasets requires analytical skills. So, we modeled the adversary’s AC as being manifested by analytical skills, background knowledge, and dataset processing proficiency as the measurable variables. Each respondent was categorized based on a 5-point Likert scale for each of the three manifest variables.

**Hypothesis 2 (H2): DP of attributes in the anonymized dataset positively influences the re-identification risk.**

Distinguishability refers to the characteristics of a dataset that make it possible to identify an individual record uniquely. Depending on the attributes left in the anonymous dataset and the values for those attributes, the adversary may use their analytical skills to make records unique. A unique record combined with background knowledge, or matched with auxiliary identified datasets, could lead to re-identification. Some attributes will have more DP than others, and this may vary from region to region. We hypothesize that the greater the DP of the attributes in the anonymous dataset, the greater the risk of disclosure.

The released anonymized dataset is reported as influencing disclosure risk (Kounine & Bezzi, 2008; Lubarsky, 2017; Winkler, 2005). The anonymized dataset contains both quasi-identifiers and confidential data attributes. Individual quasi-identifiers, such as gender, year of birth, residence, etc., on their own, cannot disclose the identity of any data subject. However, when certain quasi-identifiers are combined, they can facilitate identity disclosure (or re-identification). The combination of certain quasi-identifiers could cause the uniqueness of a record, making such a record distinguishable. Once a record...
is unique, the adversary can rely on background knowledge or match the record to auxiliary linkage datasets containing explicit identifiers, leading to identity disclosure or re-identification.

In modeling this construct, the focus was on identifying quasi-identifiers that lead to the uniqueness of record(s) and hence are said to have DP. Different geographical regions have different quasi-identifiers that have differing DP s. For example, 63% to 87% of the population in the USA can be re-identified by a combination of gender, year of birth, and zip code (Benitez & Malin, 2010). In other words, the three quasi-identifiers of gender, year of birth, and zip code have high DP in the USA datasets. Another study in the USA reported that 99.98% of USA citizens can be re-identified using fifteen quasi-identifiers (Rocher et al., 2019). However, the quasi-identifiers may vary from one region to another and, more importantly, their DP may vary from one region to another. For example, countries like Kenya without zip codes cannot simply adopt the USA model to establish their disclosure risk. The disclosure risk model has to be domesticated to fit a region (country or state). In particular, a region needs to identify its own quasi-identifiers that have high DP because they enable an adversary to re-identify data. Some regions have regulations on how anonymization should be done before datasets can be released, but other regions do not have established legal frameworks or policies on the anonymization of datasets. With such varying environments, disclosure risk has to be analyzed regionally. In the case reported on in this paper, the respondents provided the attributes they relied on to cause re-identification. Those attributes manifested the DP of the anonymous dataset.

**Hypothesis 3 (H3): LM of the auxiliary identified datasets positively influences re-identification risk.**

Auxiliary identified datasets do not have confidential or sensitive attributes and are, therefore, considered not to be a threat to the privacy of the data subjects. In some regions, such datasets are shared or made public. Linkage mapping is the ability of such auxiliary datasets to be matched and linked with the anonymized dataset if they happen to have common quasi-attributes. Linkage mapping is, therefore, hypothesized to influence the risk of re-identification positively.

Auxiliary identified datasets contain explicit identifiers that uniquely identify data subjects, such as names, national identity numbers, e-mails, etc., but they have no confidential attributes. In some places like the USA, identified datasets such as voters’ registers are readily available and accessible to the public (Barth-Jones, 2012; Benitez & Malin, 2010; Machanavajjhala, 2007; Sweeney, 2002; Xia et al., 2021). Such datasets are released since they do not have confidential information, but they may become auxiliary to the process of re-identification. However, in regions like Kenya, identified datasets are rarely released to the public. This may partly be attributed to the fact that in Kenya, until November 2019, there was no legal framework for data protection and privacy.

The quality of identified datasets enabling the matching of attributes by the adversary is what we named LM. The focus in the literature has only been on the availability or lack of auxiliary identified datasets used for LM purposes (Reiter, 2015; Reiter & Mitra, 2009; Truta et al., 2004). We appreciate the availability of auxiliary identified datasets as a factor influencing disclosure risk, but also argue that the usability of the linkage datasets should not be assumed. The datasets may be available but presented in a format that an adversary may not be able to use. That would hinder the LM, thereby inhibiting disclosure. Therefore, we considered the availability and the usability of identified datasets as the LM measures that influence disclosure risk. The fact that some regions release auxiliary datasets that can cause disclosure while others do not, further support the claim that the re-identification risk has to be regional.
The conceptual model hypothesizes that the positive combined causal effect of the three factors influences disclosure risk and that each factor has predictive strength. Since the re-identification risk is regionally dependent and the Kenyan situation has not been studied, the model was validated using an empirical approach where actual re-identification attempts were made in Kenya.

**METHODOLOGY**

Our study adopted a quasi-experimental design to study the cause-and-effect relationship between the independent and dependent variables. A quasi-experimental design is used where a true experimental design is not possible for ethical or practical reasons. In a quasi-experimental design, there is no random assignment to treatment. Instead, pre-existing groups are used or a single group serves as both the treatment and control group. This study used a single group serving as both treatment and control group.

**Research Sampling**

Defining the research dataset is essential for respondents to figure out their working space. For example, the governor of Massachusetts re-identification used the medical records in the health insurance dataset (Dwork, 2011; Rocher et al., 2019; Sweeney, 2002). In the Netflix price completion exercise that ended with disclosure, the dataset was movie ratings (Farzanehfar et al., 2021; Shen, 2013). Several research studies have used clinical datasets (El Emam et al., 2010; El Emam et al., 2011a; El Emam et al., 2011b; Rocher et al., 2019; Taylor et al., 2018). Our study used an educational dataset with two hundred and sixty-six (266) records collected from students at five Kenyan universities. The universities were purposively sampled, but the data subjects, the students, were randomly sampled. Three factors informed the decision to work with university students. The first was that university students are a recognizable constituency, with students coming from all parts of the country. Hence, they are a good representation of the country’s general population. Being a recognizable population constituency, the respondents would easily know the cluster of data subjects they would be working with, thus enabling them to narrow their search as they attempt re-identification. The second reason was that university students have good academic knowledge and can be adventurous, making them good at exploring a new field such as re-identification. Using knowledgeable respondents raises the chances of response optimization rather than satisficing (MacKenzie & Podsakoff, 2012). The third reason for choosing university students was legal. In Kenya, most students join the university at the age of eighteen years or older. In Kenya, a person who is eighteen years and above can legally decide to be involved in research. However, a few cases exist of first-year students who are seventeen years old when joining a university. Therefore, only students in their second year of study and above participated in the study as data subjects and respondents. That was to prevent participants who might have been under the legal age of consent from being involved in the study. Therefore, all students who participated in this study were adults, and they willingly consented to participate. The study got authorization from relevant bodies to conduct the research.

The re-identification experiment respondents (the adversaries) were randomly sampled from the five universities and from members of the general public. Some of the respondents had their data in the released anonymous dataset. The respondents’ sample size was determined following Cohen’s guideline at an effect size of 0.5, a statistical power of 90%, and a confidence level of 95% (Cohen, 1988). Following Cohen’s guideline, the minimum sample size was forty-four (44) respondents. However, the study surpassed the minimum sample size and got one hundred and twenty-nine (129) respondents. Thus, the study’s high statistical power and high confidence level raised the chances of study findings having high statistical significance and being accurate.
Anonymized Dataset

The collected data were de-identified by removing all explicit (unique) identifiers like names, registration numbers, e-mail addresses, etc. The attributes that were retained in the anonymized datasets were: gender, date of birth, home county, religion, enrolled university, university campus, program enrolled, faculty/school & department, course taken, admission year, current year & semester of study, academic Progress delay, cause of delay, sponsorship type, students sponsorship loan applied, given sponsorship loan, students accommodation type, hobbies. Finally, the anonymous dataset was released to the respondents for them to attempt to cause identity disclosure.

The respondents were given the anonymized dataset and asked to re-identify any data subjects. The respondents then filled in an online questionnaire indicating whether they had managed to re-identify any record or not. Where the respondents claimed to have succeeded in identity disclosure, verification of whether the re-identification was true or false was done. The respondents’ skills and attributes relied on during the identity disclosure exercise were obtained through questionnaire feedback. The study used the disclosure attempts’ feedback collected from the respondents to evaluate the conceptual model.

Model Specification and Evaluation

The study used partial least squares – structural equation modelling (PLS-SEM) to model the re-identification risk. In PLS-SEM, a variable that cannot be measured directly is called a latent variable or construct and is represented using an oval or an ellipse. Each latent construct has measurable or observable variable(s) representing it called manifest variables or indicators, represented using rectangles. The constructs and their respective indicators form the measurement or outer model. The constructs and relationships between them form the structural or inner model. The inner model represents the hypothesized causal relationship. Constructs that do not receive any causal effect from any other but that do have a causal effect influence on another construct are independent or exogenous constructs. A construct that is influenced by another construct is dependent or endogenous. Following the conceptual model in Figure 1, the study used SmartPLS 3.3.7 to evaluate the PLS-SEM model presented in Figure 2. Evaluation of the model is divided into two parts: the measurement or outer model evaluation and the structural or inner model evaluation. The measurement model is evaluated first. If it passes the test, then structural model evaluation is conducted.

Figure 2 shows the four latent constructs; AC, DP, LM, and re-identification risk, represented by ovals or ellipses, and their respective indicator(s), the rectangles, used to measure the construct.
The AC of an adversary was measured using three indicators: analytical skills proficiency, background knowledge, and data processing proficiency. Each indicator was measured using a 5-point Likert-type scale comprising Highly Lacking, Somehow Lacking, Not Sure, Somehow in Possession, and Highly in Possession. The DP of the anonymous dataset was measured through four quasi-identifiers (QID): county, date of birth, gender, and religion uniqueness. Respondent’s reliance on each QID was measured using a 5-point Likert-type scale comprising Highly Unrelied On, Somehow Unrelied On, Not Sure, Somehow Relied On, and Highly Relied On. The LM of the auxiliary identified datasets was measured by means of two indicators: datasets availability and datasets usability. Each indicator was measured using a 5-point Likert-type scale comprising Highly Unavailable/Unusable, Somehow Unavailable/Unusable, Not Sure, Somehow Available/Usable, and Highly Available/Usable. The relationship between the constructs and their indicators is the measurement model. When the arrows are pointing from the construct to the indicators, as in this case, the measurement model is said to be reflective. Otherwise, the measurement model is formative (in this case the arrows point from the indicators toward the construct). When a construct has only one indicator, as in the case of re-identification risk, the relationship is not directional. The relationship among the constructs is called the structural or inner model and is the hypothesized causal relationship being evaluated.

**Repeat Experiment**

The quasi-experiment in our study underwent a single repeat. In the initial quasi-experiment, the respondents were left to look for auxiliary identified datasets for linkage independently. From that initial quasi-experiment feedback, it was evident that no auxiliary identified datasets were available in the
public domain. That necessitated a repeat of the quasi-experiment, in which auxiliary identified datasets for linkage were made available to the respondents.

RESULTS

This section provides the model evaluation results based on the feedback from respondents who took part in re-identification attempts. The evaluation was to check whether the model passed the validity and reliability tests as well as test the hypothesized causal relationship. Therefore, the measurement model evaluation was done first, in which both validity and reliability tests were passed. Finally, the structural model evaluation was undertaken, in which the hypothesized causal relationships were supported. The specifics of the two evaluation results are presented below. The demographics of the respondents who participated in the study are shown in Table 1.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Frequency</th>
<th>Percentage (%)</th>
<th>Cumulative Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>33</td>
<td>25.6</td>
<td>25.6</td>
</tr>
<tr>
<td>Male</td>
<td>96</td>
<td>74.4</td>
<td>100.0</td>
</tr>
<tr>
<td>Age in Years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>77</td>
<td>59.7</td>
<td>59.7</td>
</tr>
<tr>
<td>26-35</td>
<td>15</td>
<td>11.6</td>
<td>71.3</td>
</tr>
<tr>
<td>36-45</td>
<td>23</td>
<td>17.8</td>
<td>89.1</td>
</tr>
<tr>
<td>Above 45</td>
<td>14</td>
<td>10.9</td>
<td>100.0</td>
</tr>
<tr>
<td>Education Level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diploma</td>
<td>2</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>75</td>
<td>58.1</td>
<td>59.7</td>
</tr>
<tr>
<td>Graduate</td>
<td>2</td>
<td>1.6</td>
<td>61.2</td>
</tr>
<tr>
<td>Masters</td>
<td>43</td>
<td>33.3</td>
<td>94.6</td>
</tr>
<tr>
<td>Ph.D.</td>
<td>7</td>
<td>5.4</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 1 summarizes the demographic characteristic of the respondents. There were more male respondents (74.4%) than female respondents. In terms of age, the 18 to 25 age group turned out to be the majority. We attributed this to the involvement in the study of students in universities. The numbers referring to education level corroborate the majority age group. The majority (58.1%) were undertaking their first degree.

Measurement Model Evaluation

The measurement (outer) model evaluation is meant to assess whether the manifest variables (indicators) accurately represent the latent variables (or constructs) they are meant to measure. Being a reflective model, we are required to evaluate the model’s indicator reliability, internal consistency reliability, convergent validity, and discriminant validity (Benitez et al., 2020; Hanafiah, 2020). The values to assess each of the four criteria were obtained by running the appropriate PLS algorithms in SmartPLS and are summarized in Table 2 and Table 3.

Table 2 first shows the values of outer loading, being the measure of how well an indicator represents the construct it is meant to represent. For an exploratory and explanatory study as in this case, indicators
with outer loading values of 0.4 and above are acceptable (Hanafiah, 2020). Indicators with outer loadings between 0.4 and 0.6 should only be dropped if their dropping improves the constructs’ reliability. However, indicators with outer loading values less than 0.4 should be dropped (Hair et al., 2017). On this basis, analytical skills proficiency was dropped as an indicator of AC, leaving background knowledge and data processing proficiency with outer loading values of 0.914 and 0.525, respectively. The outer loading values for manifest variables of LM and DP were above 0.6, making them acceptable. Therefore, the measurement model passed the indicator reliability test.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Outer Loadings</th>
<th>Discriminant Validity</th>
<th>Cross Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>0.914</td>
<td>0.914</td>
<td>0.007</td>
</tr>
<tr>
<td>LM</td>
<td>0.914</td>
<td>0.914</td>
<td>0.334</td>
</tr>
<tr>
<td>DP</td>
<td>0.525</td>
<td>0.525</td>
<td>0.305</td>
</tr>
<tr>
<td>RR</td>
<td>0.259</td>
<td>0.259</td>
<td>0.123</td>
</tr>
<tr>
<td>Background_Knowledge</td>
<td>0.914</td>
<td>0.914</td>
<td>0.007</td>
</tr>
<tr>
<td>Data_Processing_Proficiency</td>
<td>0.525</td>
<td>0.525</td>
<td>0.305</td>
</tr>
<tr>
<td>Linkage_Datasets_Availability</td>
<td>0.842</td>
<td>0.094</td>
<td>0.842</td>
</tr>
<tr>
<td>Linkage_Datasets_Usability</td>
<td>0.905</td>
<td>0.131</td>
<td>0.025</td>
</tr>
<tr>
<td>QID_DoB_Uniqueness</td>
<td>0.803</td>
<td>0.169</td>
<td>0.803</td>
</tr>
<tr>
<td>QID_Gender_Uniqueness</td>
<td>0.929</td>
<td>0.328</td>
<td>0.929</td>
</tr>
<tr>
<td>QID_Religion_Uniqueness</td>
<td>0.892</td>
<td>0.337</td>
<td>0.892</td>
</tr>
<tr>
<td>QID_County_Uniqueness</td>
<td>0.626</td>
<td>0.194</td>
<td>0.626</td>
</tr>
<tr>
<td>Reidentification_Successful</td>
<td>1.000</td>
<td>0.273</td>
<td>0.326</td>
</tr>
</tbody>
</table>

Note. AC = analytical competence; LM = linkage mapping; DP = distinguishing power; RR = re-identification risk; QID = quasi-identifier; DoB = date of birth.

The other part of Table 2 shows the indicator discriminant validity. Indicator discriminant validity checks whether each indicator represents the construct it is meant to represent better than it would represent any other construct. The indicator discriminant is checked by looking at the cross-loading. The indicator’s cross-loading should be higher against the construct it represents than the cross-loading of any other construct. That is shown by the values that are in bold in Table 2 and indeed, they are the highest for the constructs they represented, meaning the indicators passed the discriminant validity test.

The constructs’ reliability and validity, yet another measurement model evaluation criteria, are tested using Cronbach alpha, rho_A, composite reliability, and average variance extracted (AVE), as summarized in Table 3.

Table 3 shows the internal consistency or reliability of the constructs using, rho_A, and composite reliability. Hair et al. (2017) state that Cronbach alpha, rho_A, and composite reliability require a threshold of 0.7 and above. However, the composite reliability value is preferred as being more reliable because Cronbach alpha tends to give lower values (Hair et al., 2017). All three independent constructs, i.e., AC, LM and DP, had a composite reliability value of 0.7 and above, hence they all passed the reliability test. According to Hair et al. (2017), an AVE value of 0.5 and above is required for a construct to pass the convergent validity test. AC, LM and DP had values greater than the AVE value of 0.5, passing the convergent validity test. For discriminant validity, all heterotrait-monotrait ratio values
were below the threshold of 0.85. Similarly, the Fornell-Larcker criterion indicates the model passed the discriminatory validity test. Passing discriminatory validity means each construct is distinct from any other.

Table 3

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Reliability</th>
<th>Validity</th>
<th>Discriminant Validity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CA</td>
<td>rho_A</td>
<td>CR</td>
</tr>
<tr>
<td>Analytical Competence (AC)</td>
<td>0.237</td>
<td>0.314</td>
<td>0.700</td>
</tr>
<tr>
<td>Linkage Mapping (LM)</td>
<td>0.695</td>
<td>0.723</td>
<td>0.866</td>
</tr>
<tr>
<td>Distinguishing Power (DP)</td>
<td>0.857</td>
<td>0.898</td>
<td>0.890</td>
</tr>
<tr>
<td>Re-Identification Risk (RR)</td>
<td>0.521</td>
<td>0.298</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Notes. HTMT = heterotrait-monotrait; CA = Cronbach alpha; CR = composite reliability; AVE = average variance extracted; AC = analytical competence; LM = linkage mapping; DP = distinguishing power; RR = re-identification risk.

As shown in Table 2 and Table 3, the measurement model passed all the required criteria and could therefore be relied on to assess the structural or inner model.

The data was further assessed to ensure it did not suffer the effects of common measure variance (CMV), which is known to lead to common method bias (CMB). A CMV is a variance that is associated with a systematic measurement error rather than with the study constructs that the measurement items represent. CMV is further said to be the amount of covariance shared by variables resulting from a common method used during data collection. Studies using self-administered surveys as a data collection method often experience the CMV problem. CMB is reported to have the potential to cause inflation of path coefficients, leading to Type I error, the false positive. It may also cause deflation of the path coefficients, leading to Type II error, the false negative (Kock, 2015).

The study took measures to mitigate CMB effects and confirmed that the data did not suffer from its effects. The first measure that was employed to mitigate the effects of CMV was in sampling, where the respondents were all educated, with the majority (58.1%) being undergraduate students and 33.3% having Masters’ degrees, as can be seen in Table 1. That meant the respondents had the capacity to provide accurate responses, which is a quality for respondent optimization when questionnaires are used, as opposed to satisficing (MacKenzie & Podsakoff, 2012).

Secondly, the data was assessed to ensure there were no adverse effects resulting from CMB. One approach used for assessing CMB effects is confirmatory factor analysis, which requires acceptable convergent and discriminant validity tests. Measurement convergent validity is assessed using outer loading, while discriminant validity is assessed using cross-loading (Amora, 2021). The loading and cross-loading obtained are presented in Table 2, and both convergent and discriminant validity criteria were met. Further, convergent validity is established if the constructs have an AVE value of 0.5 and above. As seen in Table 3, all the constructs met this requirement. A second approach used to assess CMB effects was a full collinearity test, which some contend is the preferred method of identifying
CMB. This procedure gives a variance inflation factor (VIF) for all the constructs in the model. A model is considered free of CMB if it generates VIF values lower than 3.3 for models using classic PLS-SEM. When using factor-based PLS-SEM, the VIF threshold value is 5 (Kock, 2015; Kock & Lynn, 2012). As reported in Table 4, constructs in our study model generated VIF values between 1.024 and 1.126, indicating that the model was free of CMB. Hence, both the confirmatory factor analysis and full collinearity test confirmed that the data did not suffer the effects of common method bias.

**Structural (Inner) Model Evaluation**

The structural (inner) model evaluation involves examining the path coefficients, testing the model for collinearity, causal relationship significance, coefficient of determination ($R^2$), effect size ($f^2$), and predictive power ($Q^2$). The results are summarized in Table 4. The path coefficient specifies the direction and strength of the causal relationship between the independent and dependent constructs. Figure 3 presents the path coefficients of the model. All the coefficients had positive values, indicating that the predictor constructs positively influenced the re-identification risk. That is in support the hypotheses. The DP of the anonymized dataset had the most predictive strength (0.249), followed by LM of the auxiliary datasets (0.200), and lastly the AC of the adversary (0.167).

**Figure 3**

*Re-Identification Conceptual Model Path Coefficients*

Collinearity is a measure of the extent to which the constructs are correlated. It is measured by the VIF. High levels of correlation among constructs mean they do not represent different entities. Hence, a good model should not have a high correlation. VIF values of 5 and above are a sign of high correlation (Hair et al., 2017). The model in our study returned VIF values between 1.024 and 1.126, as shown in Table 4, meaning there were no collinearity concerns for the model. The model passed the collinearity test.

The $t$-values and $p$-values test the significance of the causal relationships between independent and dependent constructs. The causal relationship significance is the test of the hypothesis. A causal
relationship is statistically significant if it produces a \( t \)-value of 1.96 and above and a \( p \)-value of less than 0.05 (Hair et al., 2017). The study model produced \( t \)-values of 2.016, 2.814, and 3.399 for AC, LM, and DP respectively (see Table 4). The model also produced \( p \)-values of 0.044, 0.005, and 0.001 for AC, LM, and DP, respectively, all of which are below 0.05. Therefore, the causal relationships are significant, further confirming the hypothesized causal relationship of the conceptual model.

### Table 4

**Inner Model Assessment Results**

<table>
<thead>
<tr>
<th>Constructors</th>
<th>Path Coefficient</th>
<th>Collinearity (VIF)</th>
<th>( t )</th>
<th>( p )</th>
<th>( f^2 )</th>
<th>( R^2 )</th>
<th>( Q^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical Competence (AC)</td>
<td>0.167</td>
<td>1.126</td>
<td>2.016</td>
<td>0.044</td>
<td>0.030</td>
<td>0.177</td>
<td>0.134</td>
</tr>
<tr>
<td>Linkage Mapping (LM)</td>
<td>0.200</td>
<td>1.024</td>
<td>2.814</td>
<td>0.005</td>
<td>0.048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distinguishing Power (DP)</td>
<td>0.249</td>
<td>1.122</td>
<td>3.399</td>
<td>0.001</td>
<td>0.067</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. VIF = variance inflation factor.*

The coefficient of determination (\( R^2 \)) is the cumulative measure of the extent to which changes in independent constructs explain changes in the dependent construct. The \( R^2 \) is also referred to as the in-sample predictive power and refers to the strength of the predictive model using the data that was sampled. Different study fields have varying threshold levels of \( R^2 \), but generally any value above 0.1 is acceptable (Hair et al., 2017). Our study model produced an \( R^2 \) value of 0.177, which is slightly above the threshold of 0.1. Hence it is acceptable.

The effect size, denoted as \( f^2 \), is the measure of change in \( R^2 \) when a specific independent construct is removed from the model. If an independent construct has an effect size value less than 0.02, it is said to have no effect (Hair et al., 2017). The constructs in our study model produced \( f^2 \) values of 0.030, 0.048, and 0.067, meaning AC, linkage mapping, and DP all had significant effects in causing re-identification.

The last metric for assessing the structural model is the out-of-sample predictive power or relevance, denoted as \( Q^2 \). The \( Q^2 \) value measures the predictive power of the model using data that is not in the sample. Any value of \( Q^2 \) above zero indicates the model is well reconstructed and that the model has predictive relevance (Hair et al., 2017). Our study model produced a \( Q^2 \) value of 0.134, meaning the model can be relied on to predict re-identification risk for data other than what was used in the sample. In other words, the model is generalizable.

Since the structural model met all the criteria for assessing it, it is fit for testing the hypotheses. Table 5 summarizes the results of the hypothesis testing. All three causal relationships that the study had hypothesized to influence re-identification risk were supported. Each has a positive influence on re-identification risk but with varying impact strength.
Table 5

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 Analytical Competence → Re-identification Risk</td>
<td>Significant</td>
</tr>
<tr>
<td>H2 Distinguishing Power → Re-identification Risk</td>
<td>Significant</td>
</tr>
<tr>
<td>H3 Linkage Mapping → Re-identification Risk</td>
<td>Significant</td>
</tr>
</tbody>
</table>

Limitation

We acknowledge our study’s limitations. There could have been some lack of motivation in some of the respondents, leading to some element of satisficing by such respondents. The motivation could have been improved by introducing some form of reward for correctly re-identifying a record. However, the effects of this limitation can be seen to be minimal since CMB was ruled out. Therefore, the limitation did not compromise the quality of the data collected.

DISCUSSION

The identity disclosure risk factors revolve around three players: the released anonymized datasets, auxiliary identified datasets, and the adversary interacting with the datasets. For the released anonymized datasets, the aspect that influences the disclosure risk is the presence of uniqueness-causing quasi-identifiers. Studies have shown that a combination of particular quasi-identifiers can lead to a uniquely identifiable record in the anonymized dataset, leading to identity disclosure due to either the adversary’s background knowledge or linkage with auxiliary identified datasets. Identifying quasi-identifiers influencing disclosure risk is essential and is very useful in planning for anonymization. In the USA, for example, a study has shown that 99.98% of Americans can be re-identified using 15 specific demographic attributes (Rocher et al., 2019). This study’s model confirmed that the combination of a certain set of quasi-identifiers led to re-identification and identified four attributes (the date or year of birth, gender, religion, and county) that were heavily relied on in causing identity disclosure. The four determined the DP of the anonymized dataset. In this context, the county reflected the geographical residential home place, where Kenya has 47 counties as devolved units. The attributes causing uniqueness should inform data curators doing anonymization to pay close attention to them and to ensure the anonymization minimizes the likelihood of these attributes generating unique records. The suppression approach used for those attributes should ensure that more than one record has the same combined attribute values. Our study acknowledges that the four identified attributes are not the only ones that may jointly identify a single record (cause uniqueness). More research is necessary to identify other sets of attributes capable of causing uniqueness in the Kenyan situation.

Our study revealed the DP of the released anonymous dataset as the factor with the greatest influence on disclosure risk or predictive power. It had the highest path coefficient of all the factors (see Table 4). This is important as data curators should realize that data anonymization needs to be taken seriously as it plays a vital role in determining the disclosure risk.

The person interacting with the datasets (the adversary) is undoubtedly a key disclosure risk factor. Reviewed literature has pointed out background knowledge as the aspect of an adversary that influences the disclosure risk (Ganta et al., 2008; Kifer, 2009; Mohammed et al., 2011; Narayanan & Shmatikov, 2008; Yin et al., 2015; Zhou et al., 2008). The study model corroborated that. But an adversary requires more than background knowledge to cause re-identification. We claim that the AC of the adversary is
useful as a re-identification risk predictor. The AC of the adversary will enable them to establish unique records in the anonymized dataset. Only after the unique records have been established can background knowledge become useful in enabling re-identification. However, the adversary must employ data processing skills to establish the unique records in the anonymized dataset. Therefore, the AC predictor is manifested by an adversary’s background knowledge and data processing proficiency. This claim was supported by the measurement model, which substantiated that background knowledge and data processing skills were a true reflection of the AC of an adversary. In Table 2, indicator reliability and discriminant validity are evidence of our claim. Then, from reliability validity, convergent validity, and discriminant validity (see Table 3), the hypothesis claiming AC as a predictor of re-identification risk was supported. Further, AC had a t-value of 2.016, sufficiently above the threshold of 1.96, and a p-value of 0.044, below the threshold of 0.05. The t-value and p-value showed that the effect of AC as a re-identification risk predictor was statistically significant. The model, however, revealed that the adversary’s AC has the least influence or impact of the three disclosure risk factors with a path coefficient of 0.167.

The third factor of re-identification risk relates to the auxiliary identified datasets that were used for linkage purposes with the anonymous datasets. That was named LM. Reviewed literature depicts the availability of the linkage dataset as the indicator of this aspect. We agree with that position. However, we claim that the usability of the identified datasets is equally important. If the identified datasets are presented in a format that the adversary cannot use, they may not be of much help. The study model substantiated the claim with the two indicators having strong reliability and discriminant validity, as shown by the outer loading and cross-loading in Table 2. Similarly, the reliability and validity of the LM construct as a predictor of re-identification produced values of 0.866 composite reliability and AVE of 0.764, both above the 0.7 thresholds. As evidence of significance, the LM construct yielded a 2.814 t-value, well above the threshold of 1.96, and a 0.005 p-value, well below the threshold of 0.05. That proved that the construct was statistically significant. The LM of the datasets had the second highest path coefficient (Table 4), signifying its impact in influencing the risk of disclosure.

The theoretical approach to estimating the disclosure risk adopts a worst-case scenario, where an adversary is assumed to possess the skills and resources required to enable re-identification. However, this approach tends to overrate the disclosure risk (Xia et al., 2021). The overrated risk then leads to unnecessarily high levels of anonymization, resulting in released datasets with high privacy levels but low analytical utility. Therefore, our study adopted an empirical approach, where data was released to real adversaries in a natural environment. This study’s identity disclosure risk estimation model produced a realistic prevailing disclosure risk. That is helpful in avoiding either underestimating or overestimating the risk, both of which affect data privacy and data utility. Having a realistic prevailing risk will lead to anonymization that safeguards both privacy and analytical utility, achieving the balance between the two.

By modeling the combined effects of the three factors influencing a region’s disclosure risk, the study revealed that these factors have different influencing impacts. The DP of the released dataset as a result of the retained attributes stood out as having the most significant predictive power, followed by the LM of identified datasets and finally, the adversary’s AC.

**Theoretical Implications**

The theoretical lens for the present study was probability theory, focusing on inter-construct relationships that influence the likelihood of disclosure happening. The current study’s findings build on evidence from previous studies that have identified background knowledge, distinguishability in
anonymized datasets, and the availability of auxiliary datasets as the influencers of disclosure (Antoniou et al., 2022; Bandara et al., 2020; Domingo-Ferrer & Torra, 2003; Xia et al., 2021). The present study supported the previous results but also brought in new aspects. Firstly, the study introduced data processing proficiency, in addition to background knowledge that was emphasized in previous studies, and formed a new construct called AC of the adversary. The study supported the concept of background knowledge and data processing proficiency as indicators of the adversary’s AC, which influences the risk of re-identification. Similarly, the study introduced the usability of the auxiliary datasets in addition to their availability, which was supported in the previous research. The two were used as indicators of a construct called LM, which also influenced re-identification. The research findings have therefore expanded the re-identification risk model.

Secondly, as was stated in previous research, the study supported the view that the distinguishability of attributes of the released datasets influences the re-identification. The new contribution is based on the argument that the risk of re-identification is regionally dependent. That means each region needs to identify the attributes with high distinguishability applicable to the region. The study identified four attributes, namely, date of birth, gender, religion, and county. Those manifested the construct called DP, which influences the risk of re-identification. This finding made the model more specific to the region.

The third theoretical implication of the current study is in providing the predictive strength of each of the three hypothesized relationships. To the best of our knowledge, none of the previous research provided the measure of each predictor as well as a combined effect of the three predictors. It is our view that the quantification of the influence of every predictor is significant, and now we can tell how the influence of each predictor compares to each other.

The fourth implication of the study is in the use of visual Bayesian networks to represent the model. The models encountered in the literature review were mathematical, which may pose interpretation challenges to some audiences. The study has presented a visual model, which is expected to leverage the power of knowledge visualization to effectively communicate to the audience pursuant to knowledge transfer (Van Biljon & Osei-Bryson, 2020).

The findings of the study are in line with one of the streams of Information Communication Technology for Development that study the effects and impacts of Information Communication Technology on developing societies and context (Bon, 2019; Van Biljon & Osei-Bryson, 2020).

**Practical Implications**

In the absence of an empirical study, the risk of re-identification can only be based on a worst-case scenario that overestimates the risk (Xia et al., 2021). The net effect of overestimated risk is higher levels of anonymization and this in turn affects the utility of the data. Considering that the risk of re-identification is regionally dependent, a realistic assessment of risk of disclosure can only be established using an empirical study. The literature reviewed did not present any such empirical study in the region. The findings of current research are, therefore, likely to impact the practices on data privacy in a number of ways.

Firstly, establishing a realistic disclosure risk is likely to lead to optimal anonymization, which is essential in achieving a balance between preserving data privacy and utility (Asikis & Pournaras, 2020). That would mean that the region could achieve a more useful private data release for data analytics and secondary analysis. An earlier study found the region, Kenya, was not releasing much data (Muturi et al., 2022); this could limit the potential of both data analytics and secondary analysis in the region. The study findings may unlock that potential.
Secondly, the study’s findings could inform regional policymakers in formulating an anonymization framework to guide stakeholders in operationalizing Kenya’s Data Protection Act 2019 (Republic of Kenya, 2019). Such a framework has the potential to open a new horizon in the area of data release in Kenya, which may spur innovation and knowledge sharing.

CONCLUSION

The study has presented an enriched model for estimating identity disclosure risk by introducing the AC of the adversary, which is manifested by the possession of background knowledge and data processing proficiency. The model also introduced linkage dataset’s usability in addition to availability to manifest LM influence on re-identification risk. In addition, we modeled the combined causal effects of the three players in determining the risk. Further, the study has shown how the three factors rank in terms of their predictive power impact, something we had not come across in the reviewed literature. Finally, the model was validated using empirical data in the Kenyan situation, hence domesticating the model.

The enriched identity disclosure estimation model will lead to a realistic estimate of the disclosure risk, informing the right anonymization level. Moreover, the more realistic estimate of the risk will avoid underestimating or overestimating it, making it possible to carry out anonymization to balance privacy and analytical utility.

This study recommends further research on moderating variables’ influence on the model. The adversary’s motivation to cause disclosure and dataset size have been said to moderate the disclosure risk (Xia et al., 2021). However, as moderating factors, they may only strengthen or weaken the relationships between the constructs. That would not alter the structure of the model. Another area for further research is the need to have a comprehensive list of quasi-identifiers whose combinations lead to disclosure. Further research should explore this area, similar to the USA study that identified the fifteen attributes that can cause 99.98% of Americans to be re-identified (Rocher et al., 2019).
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