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Abstract: 911 is often the first place contacted for dealing with behavioral health 

related (BHR) issues. Its estimated at least a fifth of all calls are related to 

behavioral health, and with BHR affected convicts having a recidivism rate of 

around 30%, its not hard to see how straining these issues can become on 

systems already stretched thin, where chronic understaffing is often a reality. A 

great solution would be if we could intervene as soon as possible to get people 

the treatment they need, police reports would be excellent for identifying and 

treating these individuals, but annotation is a long tedious task only certain 

people have security clearance to do and as mentioned earlier departments are 

often understaffed. That is why with the help of keywords given to us by 

behavioral health professionals, we have developed a model for automatic 

categorization of police reports that can classify police reports into several 

categories of class type (Situation, Situation Mental Health, Child, Disposition, 

Disposition Mental Health, Drugs, Medication, Medication Mental Health) by 

learning the correlation between co-occurrences of class types given keywords, 

evidence type given keywords, and class type given keywords and then 

combining those with the embeddings of a Feed Forward Network that analyzed 

relevant sentences from reports. With this model we were able to achieve an 

accuracy rate of 72% which was significantly higher than other state of the art 

methods typically used.

Conclusions

Results

Introduction

The research question was as to whether or not a network trained on combined 

embeddings of models analyzing correlations between different statistics, 

behavioral health experts curated keywords, evidence types within a report, and 

the class type of the report, would perform well in multi class classification of 

police reports.

The model showed a lot of potential with its high-performance rate compared to 

other SOTA methods, there is potential that when fine tuned and with a better 

understanding of how each smaller model's correlation affects the overall 

accuracy of the model, that we could achieve an even higher accuracy. A major 

bottleneck to the whole project is that some of the BHR classes have very small 

datasets so there is a limit as to how accurate we can get it for certain classes at 

least as of right now. 

Around 60 million Americans suffer from mental health issues [1], and nearly 

46.3 million suffer from substance use disorders [2]. For these individuals first 

responders like EMTs, police, and fire are often the first contacted. Overall, at 

least 20% of 911 calls involve behavioral health, at the end of the month first 

responders typically annotate these Behavioral Health Related (BHR) cases 

[3]. This annotation is a very acute pain point, with the process being long, 

tedious, and prone to error. These alone are obstacles but there is also a 

problem of chronic understaffing of first responders like police [4], these issues 

together mean that potential outreach could take longer than it needs to in 

cases that are potentially very time sensitive. That is why developing tools for 

automatic annotation and classification would be of great benefit to not just first 

responders, but also people with BHR issues. Some approaches to this have 

been tried using NLP techniques but most of the previous attempts have not 

taken into account the fact that these BHR cases often feature specific 

language and structure, and in previous endeavors the multi class nature of 

these accounts was forgone and were put exclusively under a single category 

for what type of BHR class it was, which is not representative of these reports’ 

complex reality. 

Fig.2 Framework for Behavioral Health Classifier

The model put forth works by using the combined embeddings of models trained 

on the correlation between different statistics to train a Feed Forward Network 

(FFN). First the reports were sifted for relevant keywords and sentences 

including these relevant keywords. We then created a co-occurrence matrix for 

each report which would count the occurrence of some statistic in a certain field 

and were . The three co-occurrence matrices were keywords given class, 

keywords given evidence type, and evidence type given class. The co-

occurrence frequency in this case is used to represent the correlation. We then 

put those co-occurrence matrices through an FFN that would try to predict the 

correlation of a target feature when given an input. We also trained a FFN on 

predicting evidence type when given a sentence. After training these FFNs we 

concatenated their embeddings along with embeddings of labels to capture the 

semantic meaning and then trained a network on those embeddings. 
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