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Binding affinity (BA) prediction is important for drug discovery and protein 

engineering. This paper presents the development and comparative analysis of 

two deep learning models, a convolutional neural network (CNN) and a 

transformer model. The CNN model captures local sequence features effectively, 

while the Transformer model leverages self-attention mechanisms to learn long-

range dependencies within the sequences. Protein sequences are the inputs for 

the models. The sequences are processed using various encoders. The 

predicted outputs are Gibbs free energy changes, a key indicator of binding 

affinity. From this study, both the CNN and transformer models can achieve the 

same level of accuracy under different conditions. This study emphasizes the 

potential of advanced deep learning architectures to enhance the predictive 

strengths of binding affinity models.
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Protein - Long chains of Amino Acids
Amino acid:

An alpha carbon (Cα)
An amino group (NH2)
A carboxyl group (COOH)
A hydrogen atom (H)
A side chain

Primary Structure – Sequence of Amino Acids
Secondary Structure - Alpha Helices and Beta 
Sheets (Portions of a chain)
Tertiary Structure - overall three-dimensional 
shape of the protein (One full chains)
Quaternary structure - the arrangement of 
multiple polypeptide chains in a protein (All 
chains)

Protein-Protein Interactions (PPIs) are physical 
contact between two or more protein molecules.
Binding affinity (BA) - the strength of interaction 
Kd (dissociation constant):

Lower value – stronger binding
Higher value – weaker binding

• 𝐾𝑑 is collected from PDBbind, which is based on 
Protein Data Bank

• ∆𝐺 is the Gibbs free energy change

• 𝑅 is the ideal gas constant, which is 
approximately 0.0019858775 kcal * mol-1 * K-1

• 𝑇 is the temperature, which is 298.15 Kelvin

• 𝐾𝑑 is the value determined experimentally. The 
unit is M (molar), or μm, nm, and so on

Property Features – Polar, Apolar, Charged

Results

Figure 1: Convolutional Neural Network

Figure 2: Transformer

Data Features Models MAE MSE RMSE MAPE
Less* SSC CNN+DNN 1.70 4.62 / /

Less* one-hot Transformer 1.84 5.27 2.29 0.2124

Less* ProteinBERT CNN+DNN 1.84 5.27 2.29 /

Full KSB-PSSM DNN 1.73 4.88 2.21 0.1895

Full
KSB-PSSM, 

Property 
CNN+DNN 1.69 4.68 2.16 0.1952

Full
KSB-PSSM, 

Property, SSC
CNN+DNN 1.61 4.45 2.11 0.1936

Less* one-hot Transformer 1.62 4.29 2.07 0.1888
Full one-hot Transformer 1.79 5.30 2.30 0.21

Less*: All protein sequence lengths less than 676

Table 1: Deep Learning Models and Results

Model Features MAE RMSE

Proposed CNN
Sequence and 

Property
1.61 2.11

Proposed
Transformer

Sequence Alone 1.62 2.07

ProBAN (CNN)
Structure and 

Property
1.60 1.95

Table 2: Comparison with SOTA model

The CNN model and the transformer model have their own advantages. 
For the CNN model, it can handle full data without sacrificing performance. However, it 
takes much more time to preprocess the features from the protein sequences. 
The transformer model can achieve the same level of accuracy as the CNN model with 
no big predictive errors for each protein. However, it requires the model to run on less 
data, which removes some unusually long protein sequences.

Figure 3: Sequence vs Structure based Approaches
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