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Predicting house prices is a challenging task that researchers from various fields 

(economics, statistics, politics, etc.) have attempted to answer. An accurate 

house prediction is useful not only to policymakers to improve their policies, but 

also to help sellers and buyers in the real estate market make well- informed 

decisions. Commonly, prediction models are trained on the whole dataset. 

However, as Azimlu et al [1] suggested, such models might not perform very well 

on dispersed data. They propose a new approach which first divides the whole 

dataset into smaller clusters, and then each cluster would be trained with an 

appropriate machine learning algorithm. It is approved to provide a more 

accurate prediction.

Results

For whole dataset

The ANN model produces the most accurate prediction with the MAE 

of $118, 223.82 and the MNAE of 0.2259

• For the Ridge and Lasso models, increasing alpha improves 

performance (reduces MAE/MNAE). But we must consider the 

trade-off between bias and accuracy. For that reason, in the 

clustering approach, we will use alpha = 10.

• As we expect, Ridge and Lasso models with alpha = 1 perform 

comparably with the Linear Regression model.

Observations:

• Individually, performance is improved across linear regression, 

Lasso, and Ridge. But it is worse for ANN.

• Cluster1 has the greatest accuracy, and Cluster2 has the worse 

accuracy.

We will used a two-stage model for prediction. 

In the first stage, we will divide the whole dataset into clusters based on their 

similarity. The clustering method we will use is K-means. 

For each cluster, we will train with various machine learning algorithms (linear 

regression, Ridge, Lasso, ANN, etc.) to find the one with the highest 

performance using the Mean Normalized Absolute Error (MNAE) measure. 

To avoid overfitting, we used cross-validation by splitting the data into training 

and validation sets (80-20).
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MAE MNAE

Linear Regression 132,895.5146 0.2644

Ridge

alpha = 1 132,746.0373 0.2641

alpha = 10 131,984.3302 0.2623

alpha = 100 130,877.6316 0.2560

Lasso

alpha = 1 132,893.1768 0.26441

alpha = 10 132,872.3515 0.26438

alpha = 100 132,697.6504 0.2642

ANN 118,223.8212 0.2259

Cluster0 Cluster1 Cluster2

# of samples 11,119 7,795 2,699

sqft_living 1,424.08 2,424.87 3,785.35

price 380,832.54 586,573.52 1,061,914.54
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