
Uncertainty: To reduce the number of samples for clustering and querying we apply uncertainty model 

predictions.

Clustering: Elkan’s algorithm is used to enhance clustering performance within k-means.

Truncation: For NLP, clustering is performed on a truncated portion of the text to reduce dimensionality.
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Identifying behavioral health is paramount for law enforcement officers to 

provide appropriate follow-up community care. Currently, officers manually 

identify behavioral health cases for follow-up designation. We developed an AI 

tool to automatically detect these cases from police narrative reports. Our model 

leverages contextual and semantic information from the reports and relevant 

behavioral health keywords cues as keywords. Additionally, we present a novel 

human-in-the-loop uncertainty-based querying strategy that selects the most 

informative and diverse samples for expert annotation to actively teach our 

proposed model. 

Conclusions and Limitations

Informative Cluster Querying for Active Learning

Introduction
Conclusions: Our adaptive attention-aware fusion surpasses existing 

classifiers, achieving 87.58% accuracy and 85.67% F1-score on 300 annotated 

reports. With our novel querying strategy, accuracy increases to 92%, F1-score 

to 91.1%. On unseen samples, accuracy remains high at 93.75%, F1-score at 

93.61%. Notably, our model offers interpretability by extracting and highlighting 

associated keywords for each behavioral health category. Lastly, our proposed 

model effectively emphasizes keywords within documents crucial for behavioral 

health detection through the internal trained weights.

Limitations: Effective training of the model within the active learning framework

initially necessitates a larger pool of initial samples to ensure a diverse querying

process, enhancing model annotation and performance. Iterative active learning

is crucial to fully leverage the adaptive attention-aware fusion model with newly

labeled samples, ensuring continuous improvement. Employing a grid search

method to determine the optimal number of samples to query per iteration is

essential for maximizing training efficiency, although scaling up the model's

training requires additional computational resources to meet increased data

demands.

911 crises involving individuals with behavioral health issues have a high 

likelihood to reoccur and worsen in current systems [1-4]. Many police forces 

are implementing co-response teams that aim to offer alternative interventions 

rather than allowing situations to worsen, resulting in increased emergency 

calls [5,6]. Police require tools to screen through high volumes of these crisis 

cases to suggest instances that might benefit from alternate, improved 

responses to avoid worsening and further crises [7,8]. Therefore, we develop 

and present a data analytic solution for this problem, tested on actual data 

from a partner police force in a large, suburban context in the Southeastern 

United States. Figure 1 presents where the behavioral health detection tool fits 

in the crisis workflow.
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Fig. 1. Project workflow and tool integration (right). This project automates post 911 incidents to 

augment the existing process for faster, more equitable assessments.

Identifying behavioral health issues are challenging as they require careful 

diagnosis and regulation [8]. Behavioral health signals within 911 crisis data 

exist in textual form outside of formal standards [9]. Consequently, the data 

tends to be noisy and unstructured, presenting faint behavioral health signals. 

An AI solution would need to be transparent and fair to mitigate discriminatory 

tendencies. We present a novel model incorporating AI with NLP and ML, 

designed to address the challenges with three major contributions. 

• We initially used a limited set of ground truth samples, resulting in low

performance, but improved results significantly by employing human-in-the-

loop active learning with an innovative querying strategy known as

uncertainty-based informative cluster querying.

• The adaptive attention aware fusion, fuses a typical context attention-

based approach with behavioral health-specific keyword cues to ensure 

explainability, interpretability, and boost accuracy. 

• We configured the model to disregard a list of demographic words to ensure 

no adverse discriminatory stereotyping results. 

Police Report Data Document (D)
Behavioral Health Sub-Category Example

Mental Health Involving an individual with a diagnosed mental disorder, like 
schizophrenia or suicidal ideations.

Domestic/Social Involving multiple individuals in a home setting, like husband/wife 
domestic disputes.

Non-Domestic/Social Involving multiple individuals not in a home setting, like committing crimes 
on unrelated perpetrators.

Substance Abuse Individuals with persistent drug/alcohol abuse problems.

Behavioral Health Keywords (K)

Keyword Category Description Examples

Situation (SIT) Words to explain a situation, including 

violence tendencies

abuse, aggressive, dementia, mental

Child (CHI) Words related to juvenile child, youth, toddler, kid

Crime (CRI) Words related to criminal acts robbery, shoplift, kidnap, battery

Disposition (DIS) Words for what happened before/after 911 arrest, morgue, hospital, referral

Drugs (DRU) Words related to drug involvement cocaine, drug, dope, meth

Medication (MED) Words related to prescription medication adderall, antidepressant, xanax, zoloft

Demographic (DEM) Words related to demographic information black, white, asian, man, woman

Adaptive Attention Aware Fusion Architecture

Outlier are determined through Silhouette score:

𝑆𝐶 𝑈 = ൗ𝑎 − 𝑏
max(𝑎, 𝑏)

‘a’ is the mean intra-cluster distance.

‘b’ is the mean nearest cluster distance.

Informative using cluster entropy:
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Top 𝑛 samples are queried from this function

Bi-LSTM layer to extract contextual information:
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Pre-train model to related keywords (K) to their 

categories:
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298 ground truth with 33% Behavioral Health Related +300 informative samples improve accuracy to 92%
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