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Quantification of Various Types of Biases in Large

Language Models

Abstract

Natural Language Processing (NLP) systems are included everywhere on the internet

from search engines, language translations to more advanced systems like voice assistant

and customer service. Since humans are always on the receiving end of NLP technologies,

it is very important to analyze whether or not the Large Language Models (LLMs) in use

have bias and are therefore unfair. The majority of the research in NLP bias has focused

on societal stereotype biases embedded in LLMs. However, our research focuses on all

types of biases, namely model class level bias, stereotype bias and domain bias present

in LLMs. Model class level bias happens when a model tends to favor some classifica-

tion labels or outputs compared to the others. We investigate how a classification model

hugely favors one class with respect to another. We propose a bias evaluation technique

called directional pairwise class confusion bias that highlights an LLM’s bias on pairs

of classes. Unfavorable kind of stereotype bias takes place when LLMs cause significant

injustice or harm to disadvantaged or marginalized group of people. Although the most

advanced deep LLMs claim to mimic human responses via powerful and sophisticated

algorithms, the capabilities that such models offer have shown to possess bias. Quantify-

ing such stereotype biases appropriately is essential so that the bias measures can be used

to calibrate potential harm the models can cause. On the other hand, domain biases are

desired for the model because it indicates the model is learning necessary facts for it to

be powerful. We devise techniques to measure class level, stereotype, and domain biases

appropriately.
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Chapter 1

Introduction

Natural Language Processing (NLP) is the task of processing human language with the

use of computers. In the beginning of 1950s, NLP involved complex sets of hand written

rules [1, 2]. The use of statistical models in NLP tasks only began in the early 1990s

([3, 4, 5]). Statistical models were first used for language translation tasks [6, 7]. Today

NLP is used to solve multiple tasks such as Tokenization, Part-of-speech tagging, Depen-

dency Parsing, Lemmatization, Stemming, Stopword Removal, Named Entity Recogni-

tion (NER), Classification, and more. As computing resources became available, machine

learning algorithms were deployed. Over time, the complexity of machine learning algo-

rithms have increased and become more powerful for various NLP tasks. Simultaneously,

there was also the rise of World Wide Web and digital text data.

Simple machine learning algorithms used TF-IDF (Term Frequency-Inverse Docu-

ment Frequency) to detect language patterns prior to the rise of deep neural networks in

NLP [8]. In 2017, transformer based models [9] gave rise to Large Language Models

(LLMs) with billions or more trainable parameters. In the past decade, LLMs have made

breakthroughs for various NLP tasks. Recently popular models like BERT [10], GPT-

2 [11], GPT-3 [12], and GPT-4 [13] are trained on enormous text corpus and fine-tuned

for various specific tasks. Although the performance of these models appear to be very

close to that of a human, it is essential to be aware of various kinds of biases in these

advanced NLP models. We should be cognisant of the fact that historical texts contain

various kinds of biases. Therefore, LLMs are excellent not only in learning language

13



CHAPTER 1. INTRODUCTION

patterns but also in learning the biases present in those texts.

NLP is a field that always involves humans at consuming end of the models or in the

decision making process. Therefore, to ensure fairness, a model should be analyzed for

stereotype bias. It should be noted that stereotype bias can be favorable as well as un-

favorable. For example, women being attached to child care terms makes sense due to

biological reasons and is therefore favorable gender bias, whereas women being linked to

low IQ jobs is unfavorable gender bias. Unfavorable stereotype bias can appear at var-

ious stages of modelling including data collection, training, or deploying the model for

a completely different purpose. On the other hand, we should be aware of the fact that

some biases which humans consider as general knowledge is desired in the NLP models.

We refer these necessary biases as categorical bias throughout this document. Another

type of favorable bias is domain bias. When language models show semantic tenden-

cies towards their domain interpretations for words with complete different meanings in

layman sense, we define it to have domain bias. When domain biased models are de-

ployed within their applications, the interpretations of polysemic words are interpreted

as intended within their domain. While the presence of categorical bias shows general

knowledge and facts were learned, domain bias shows the correct meaning of polysemic

words were recognized for their domain.

1.1 Bias in NLP Models

Naturally, the text corpora produced by humans of the society will not be free of prej-

udices. Machine learning models that learn from this data will generally reflect these

biases unless mitigation strategies are applied. The data used in NLP models are ei-

ther collected via surveys/experiments or simply text corpora like Wikipedia [14], Reddit

[15], Google News [16] and more. Bias in data collection could originate from low rep-

resentation of demographically underrepresented groups. On the other hand, text corpus

such as Wikipedia contains huge amount of historical information written by or is about

white male scientists, philosophers, litterateurs, politicians, etc. As the culture evolves

over years, what was an acceptable norm 50 years ago may not be viable today. These

14 Sudhashree Sayenju



CHAPTER 1. INTRODUCTION

Wikipedia pages could potentially embed systemic racism and other forms of discrimi-

nation due to historical context and writers. Additionally, the Reddit Corpus includes a

lot of customer comment threads which may include abusive or toxic language. Offen-

sive language in data can also hand over potential bias in a model. The Google News

text corpus has shown incidents of racism, gender discrimination and others when used

to train language models [17, 18]. Therefore, the data itself represents the unfavorable

stereotype biases and discrimination in the society. It is not surprising that biases in data

are inherited onto later stages of modelling.

Ultimately, NLP models are deployed in real-world systems such as chatbots, transla-

tion, search engines, document-classification, text annotation, sentiment analysis, etc. and

eventually impact decision making. Decisions made out of these systems affect crucial

aspects of life such as education, health, work competence, job opportunities, commute,

interest rates, and self-conduct. While using LLMs, one needs to be mindful of these

decisions as it affects the quality of life for humans belonging to some stereotyped mi-

nority. Since decisions produced by unfavorably biased models could be regarded as un-

acceptable or unfair depending on the context, it is critical to understand the relationship

between the bias in data and bias in algorithms. The machine learning models are capable

of learning the bias in data during training and also reflect the bias in their predictions.

Additionally, algorithms can alter the level of bias in data or display a bias that does not

exist in data. In cases where reinforcement learning is added to the system to improve the

model, it may produce even more biased data for future model training [19].

The more sophisticated a LLM is, the more vulnerable it is to biases as it can learn

peculiarities in the data with the goal of increasing accuracy or minimizing loss function

ignoring biases. Bias in a model can arise from two situations. Firstly, as machine learn-

ing models are data driven, the bias in the data might be so prominent that the model

acquires the same bias or worse amplifies it. Secondly, the complex and non-interpretable

mechanism in deep neural network algorithms can exhibit bias that is not present in the

data [20]. If such unfavorably biased models are deployed in real-world systems, it could

consequently affect marginalized communities [19].
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The word bias in data or a predictive model mostly refers to unfavorable stereotype

bias in majority of research in this field. Unfavorable stereotype bias can be identified

through structured or semi-structured data in the form of protected attributes [21, 22, 23,

24]. Popular tools like AI Fairness 360 (AIF360) [25] and AWS Sagemaker Clarify [26]

address bias related to protected attributes such as age, gender, race, ethnicity and more.

These biases found in protected attributes are part of the input features. In unstructured

data like text, stereotyping bias can also culminate into semantic biases. Additionally,

deviations from standard text corpora like grammatical errors, spelling mistakes, accents

and regional lingo might be embedded in the semantics of the text. The accumulation of

all these biases is capable of influencing model behavior and classification label prefer-

ences. While there is research that solely addresses the class imbalance problem [27, 28,

29, 30], not much research has been conducted in model’s classification bias due to var-

ious anomalies enclosed in the text semantics. A model could favor a certain class more

than another in a task like intent classification. Therefore, defining and quantifying such

class-specific bias can help find the cause of the bias and eventually build procedures to

mitigate it.

1.2 Importance of Bias Measures

Currently, bias evaluation measures are used as a diagnostic technique on fully trained

models [31, 32, 33, 34]. Instead, bias measures can be used as a regularization method by

either monitoring during the training epochs or incorporated into the loss function of the

model. In doing so, we could make models less harmful or more beneficial in their long

term applications.

When models are built, multiple variations with altered hyper-parameters or datasets

are usually tested. When choosing the best model, the bias measure values need to be

taken into account along with the standard performance metrics like accuracy, precision,

recall, F1-score and more. Choosing the best model should not just depend on the bias

measure value but also the type of bias being monitored.

While some biases are deemed favorable, depending on the context the same type of
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bias could be unfavorable. For unfavorable biases, such as class level bias, investigating

the bias measure values is the first step towards devising mitigation techniques. Stereo-

type bias is generally considered unfavorable in the literature with some exceptions. Bias

measures should be investigated before and after mitigation to make sure the mitigation

works. On the other hand, favorable kinds of bias such as obtaining domain knowledge

need to be observed using bias evaluation measures to check whether or not transfer learn-

ing improves customization in models.

1.3 Motivation

While biases can be integrated in the model at various stages, those biases might also

be of various types. When we think of the word bias, we tend to associate it with its

negative connotations. However, there are good kinds of biases that are necessary as

well. Quantifying the favorable and unfavorable biases is necessary to take future steps

such as mitigating the bad types of bias and enhance the good types of bias. Simply put,

quantification of bias is a step towards making LLMs fairer. Therefore, in this dissertation

we quantify various kinds of biases namely: class level bias, unfavorable stereotype bias

and domain bias.

Due to various reasons like class imbalance, semantic noise in texts and insufficient

training data, the performance of a model may not be high. The accuracy of a model

provides a rough performance indication while hiding the actual model performance for

imbalanced datasets. On the other hand, measures such as sensitivity, specificity, preci-

sion, recall, and F1-measure yield class level performance. None of these measures points

out the model’s bias for favoring one class over another class, which will be referred as

class level bias in this dissertation. As such class level bias is not studied in the literature,

we will be defining and quantifying such bias for classification models.

In the field of quantifying unfavorable stereotype bias, we found out via multiple

experiments that well-known bias evaluation metrics like WEAT [35] and SAME [36] do

not always measure bias accurately. Some results indicated that the metrics measure the

co-occurrence of words or terms that they learned from the text corpus they were trained
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on rather than the stereotype bias. Another, drawback of these measures is that they are

not comparable. In other words, if the values for a bias measure of one example of gender

bias is higher than that of a second example, it does not necessarily mean the first example

is more biased than the second. To address this issue, we introduce a novel bias evaluation

called Differential Cosine Bias Measure. We show that our measure works by comparing

the unwanted bias that the model captures against on categorical biases that the model

should learn.

Transformer based Large language models such as BERT [10] have demonstrated

the ability to derive contextual information from the words surrounding it. However,

when these models are applied in specific domains such as medicine, insurance, or sci-

entific disciplines, publicly available models trained on general knowledge sources such

as Wikipedia, it may not be as effective in inferring the appropriate context compared

to domain-specific models trained on specialized corpora. Given the limited availability

of training data for specific domains, pre-trained models can be fine-tuned via transfer

learning using relatively small domain-specific corpora. However, there is currently no

standardized method for quantifying the effectiveness of these domain-specific models in

acquiring the necessary domain knowledge. To address this issue, we explore hidden layer

embeddings and introduce domain gain, a measure to quantify the ability of a model to

infer the correct context. In this dissertation, we show how our measure could be utilized

to determine whether words with multiple meanings are more likely to be associated with

domain-related meanings rather than their colloquial meanings.

1.4 Approach

In terms of bias analysis of a LLM, the main question is whether the model is biased or

not. Nevertheless, the presence of a bias is not a binary decision. Hence, measuring the

degree of existing bias in a LLM is crucial because quantifying bias enables i) choosing

a model that has the lowest unfavorable bias, ii) developing bias mitigation techniques

and checking whether the bias is actually mitigated or not, iii) determining whether the

bias is negligible or not, and iv) monitoring whether the model is able to learn the domain
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knowledge necessary to be used for various domain specific tasks. As the main goal of

this dissertation, we quantify three types of biases: class level bias, unfavorable stereotype

bias, and domain bias. The contributions of this dissertation can be categorized into three

as follows:

1. Define and quantify class level bias of an NLP model favoring one class to another

class while predicting the class of an unseen data.

2. Quantify unfavorable stereotype bias that can impact minority or underrepresented

groups while ensuring that the categorical bias (facts or knowledge) is maintained,

and

3. Quantify domain bias for models that are trained for specific domains if the pol-

ysemic words have tendency to their domain specific meanings rather than their

colloquial usage.

1.4.1 Detect Model Class Level Bias

The misclassification errors occurs due to a combination of class imbalance, semantic

noise in texts and insufficient variety of topics in training text corpus. We delve into

misclassification pairs, where each pair consists of the true label and predicted label.

Some misclassification pairs might be more problematic than others. We quantify the

extent these misclassification which could be problematic, i.e., class level bias. Let us

suppose we quantify class level bias for a true class ctrue predicted to be label cpredicted

with the following notation:

β(ctrue
b
−→ cpredicted)

To quantify class level bias, we devise a function for β(ctrue
b
−→ cpredicted) for each

misclassification pair. We investigated class-level bias of a BERT [10] model used for

a chatbot’s intent classification. The main contribution of this research is a bias mea-

sure called directional pairwise class confusion bias that evaluates the extent of a trained

model’s bias between a pair of classes, favoring one against the other. We also visualize
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our bias using heatmaps. Color densities were used to recognize the most critical biased

pairs. Directional pairwise class confusion bias is an aggregate effect of class imbalance in

the training data or semantic biases encapsulated through accents, grammatical mistakes,

misspelling or chatbot’s limited domain knowledge.

1.4.2 Quantify Unfavorable Stereotype Bias

Societal stereotype biases [37] are preconceived opinions, attitudes and judgement that

are either positive or negative attributes to a group of people identified by various demo-

graphics like gender, age, race, ethnicity, language, nationality, disability, sexual orien-

tation, etc. Unfavorable type of stereotype bias are not always based on facts and can

be relentlessly abusive. While we would not want the NLP model to learn unfavorable

societal stereotype biases, the model should be able to learn categorical biases that sig-

nify general knowledge of the world. For example, it is important that the model em-

bed ‘United States of America’ and ‘Canada’ similarly because geographically these two

countries border each other. However, we do not want the model to embed ‘United States

of America’ closely to White people but farther to people of other races.

We show via experiments on the last 4 layers of BERT (bert-base-uncased) that most

popular bias evaluation measures like WEAT [35] and SAME [36] cannot quantify cat-

egorical bias (general knowledge and facts) effectively. We also find inconsistencies for

their results when measuring unfavorable stereotype bias. We introduce Differential Co-

sine Bias (DiCoBi) and show via experiments that it can appropriately quantify categorical

bias and stereotype bias. DiCoBi measure utilizes four sets of words: anchor sets (X, Y)

and test sets (A,B). Our DiCoBi measure evaluates whether the difference between A and

B is similar to the difference between X and Y. For example, if A and B indicate different

genders, the similarity of their difference to the difference of X and Y would indicate

gender bias in professions if X and Y represent professions.
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1.4.3 Quantify Domain Knowledge

Most of the research works in NLP bias have solely focused on measuring and mitigating

human stereotype biases in NLP systems [38, 35, 39, 40, 34, 41, 42, 32]. We define do-

main bias as the ability of a language model to disambiguate the correct domain meaning

for polysemic words having a very different meaning in the layman sense. Especially

when some NLP models are built only for a specific domain, it is essential that the do-

main biases are present. It should be noted that societal stereotype biases are not desired

in NLP models and need to be mitigated, but domain biases are vital for the purpose of

the NLP model application.

Domain bias can be evaluated i) using a machine learning task whether the perfor-

mance of the system improves as the model is trained to learn the domain or ii) checking

the tendency of polysemic words to their domain interpretations. In this dissertation,

we analyze the tendency of the word embeddings. For example, if we are building a

language model for an insurance domain, the word Umbrella should mean the type of in-

surance coverage instead of its layman meaning, an accessory that humans use to protect

themselves from rain or heat (Figure 1.1). After training the language model on insur-

ance text corpora, we want to quantify by how much the domain meaning of Umbrella is

being interpreted by the model. In other words, we quantify to what extent the model is

being customized for its domain application. Our method uses three sets of words: x as

the polysemic word, A as the related words to the layman meaning, and B as the domain

relevant words. Hence, we propose a novel measure domain gain for quantifying domain

knowledge whether x is closer to A or B.

1.5 Copyrights and Permissions

A substantial amount of text, figures and tables included in this dissertation are from

papers whose primary author is the same as this dissertation, and published by IEEE and

World Scientific. The following papers are reprinted with permission:

• © 2022 IEEE. Reprinted, with permission, from Sayenju, Sudhashree, Ramazan
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Figure 1.1: Within an insurance domain, we want Umbrella to mean the type of insurance
coverage instead of device used to protect from rain or heat

Aygun, Jonathan Boardman, Duleep Prasanna Rathgamage Don, Yifan Zhang, Bill
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ston, George Lee, and Girish Modgil. ”Stereotype and Categorical Bias Evaluation

via Differential Cosine Bias Measure.” In 2022 IEEE International Conference on

Big Data (Big Data).

• © 2023 IEEE. Sayenju, Sudhashree, Ramazan Aygun, Bill Franks, Sereres John-

ston, George Lee, and Girish Modgil. ”Quantifying Domain Knowledge in Large

Language Models.” In 2023 IEEE Conference on Artificial Intelligence (CAI)
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In reference to IEEE copyrighted material which is used with permission in this

thesis, the IEEE does not endorse any of Kennesaw State University’s products or ser-

vices. Internal or personal use of this material is permitted. If interested in reprint-

ing/republishing IEEE copyrighted material for advertising or promotional purposes or

for creating new collective works for resale or redistribution, please go to http://www.

ieee.org/publications_standards/publications/rights/rights_link.html

to learn how to obtain a License from RightsLink. If applicable, University Microfilms

and/or ProQuest Library, or the Archives of Canada may supply single copies of the dis-

sertation.

1.6 Dissertation Organization

This dissertation is organized as follows:

• Chapter 2 presents literature review of research that has been done in the field of

NLP bias detection and mitigation. We also present some limitations of existing

bias evaluation methods.

• In Chapter 3 we describe our novel technique for detecting class level bias called

directional pairwise class confusion bias. Additionally, we also present two mitiga-

tion strategies to reduce this bias to show how this bias measure could be utilized.

• Chapter 4 introduces Dfferential Cosine Bias (DiCoBi) measure for detecting stereo-

type and categorical bias (general knowledge and facts). Experiments are provided

to show the DiCoBi measure works for quantifying categorical as well as stereotype

bias.

• Chapter 5 elaborates how domain knowledge is quantified and compared across

multiple models. We describe our domain bias measure to quantify whether a

model’s tendency lie more towards the layman or domain on specific chosen words.

• Chapter 6 summarizes the findings of this research and potential future work.
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Chapter 2

Related Work

This chapter provides an overview related work conducted on different types of biases

in Large Language Models (LLMs). We first begin by describing research works that

recognize various types of bias present in LLMs. Secondly, we present research work

related to class level bias followed by summary of stereotype bias studies in the most

popular LLMs like Word2Vec [43, 44], GloVe [45], CBOW [44], ELMo [46], BERT [10]

and GPT [11]. After presenting some widely used bias evaluation measures and their

limitations, we describe research work that quantifies model tendency after customization.

2.1 Types of Biases

There are many NLP applications that directly affect humans. Thus, before deploying

LLMs in real world applications, it is essential to evaluate bias in those models and when

possible even mitigate the unfavorable kinds of bias it. However, the first step in the bias

analysis process needs to be awareness about what bias means. Cognitive biases are the

flaws in human thinking that deviate from logic or rationality [37].

Bias can be introduced at several points in the machine learning pipeline, and Suresh

et al. [47] provide a useful taxonomy of the corresponding biases. Shah et al. [48] mention

four situations in the supervised NLP pipeline, specifically where bias can occur. They

can be listed as label bias, selection bias, representation bias, and over-amplification.

Label bias occurs in annotating training labels. Selection bias takes place in sampling ob-
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servations. Representation bias occurs when a model incorrectly compares two situations.

Finally, over-amplification is considered a bias that is associated with the machine learn-

ing hypothesis. Dixon et al. [49] introduce a method to measure and mitigate unintended

bias in text classification models. They contrast unintended bias with fairness which is a

measure of potentially negative impact on society. According to Dixon et al. [49], unin-

tended bias is caused by the disproportional representation of demographic identity terms

in training data.

One of the biggest challenges in bias studies is the lack of an adequate bias definition

in research studies leading to vague interpretation of experimental results. Blodgett et

al. [50] surveyed 146 papers that evaluate bias in NLP. They also state that most of the

papers do not provide a clear definition of bias they are interested in. Thus, they argue

this as the reason why the quantitative techniques (both for bias detection and mitigation)

used in many papers poorly matched their motivation. Blodgett et al. [50] provide three

recommendations. The first recommendation mentions the need to explore literature out-

side of NLP especially in sociology, social psychology, sociolinguistics, and linguistic

anthropology to better understand the relationship between language and social hierar-

chies. Eventually this recommendation should enable us to understand and define bias

more concretely. The second recommendation states to explicitly define why some NLP

system traits are harmful and to whom specifically [50, 51]. The last recommendation

suggests to learn about language used by community members who are affected by biased

NLP systems. This last one points out the need to examine the relations between NLP

researchers and affected communities.

There have been also attempts to contextualize bias and accomplish transparency on

bias analysis. Muñoz et al. [52] narrow its focus on NLP literature that involves bias in

LLMs only. Their work formalizes the definition of bias in different contexts. It distin-

guishes the stereotype bias, LLM type, training data, language of model, bias evaluation

techniques, mitigation strategies, modelling stages and NLP task type of each paper and

neatly summarizes them in six tables. Instead of providing generic suggestions as [50]

that requires no particular order, Muñoz et al. [52] provide a step by step methodology to
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handle bias in LLMs. This guide includes seven steps that starts from defining stereotyped

knowledge and ends with reporting the entire procedure by attaching documents such as

data sheets and model cards to achieve transparency.

Among all the different types of unfavorable stereotype biases, the most common bias

that was assessed in the literature is gender bias. Sun et al. [53] survey various papers

that detect and make efforts to mitigate gender bias. Like many other biases, gender bias

has been found to exist in all stages of the NLP modelling such as training data, pre-

trained models and algorithms [35, 54, 55, 56]. Sun et al. [53] state that gender debiasing

methods in NLP focus only on one segment of the NLP pipeline. It is yet to be identified

how different parts of the NLP pipeline can be used to mitigate gender bias overall. Since

research on gender bias in NLP has merely been a budding field, gender bias has only

been observed in a limited number of NLP applications [55, 57]. Sun et al. [53] also point

out that gender bias analysis in NLP is limited to English language, binary gender (male

and female) and non-interdisciplinary collaboration. Thus, this bias requires further study

of identifying bias and development of mitigation techniques [53].

Race is another unfavorable stereotype bias that was evaluated in various research

papers. Unfortunately, race in NLP is not explored as much in detail as gender. This is

probably the result of even less interest in socio-economic status, disability and sexual

orientation [58, 59]. Although race is a global construct, how people identify their race is

very subjective and differs from country to country. Field et al. [60] surveyed 79 papers in

the ACL anthology that identify or even make efforts to mitigate racial bias. Their work

also points out that minority races are mostly excluded from NLP research both in the

creating and consuming end of technology. Additionally, Field et al. [60] also summarize

that NLP research on race is limited to a small set of sub-tasks and definitions of race

which conceals harm and might give the impression of natural or normal. Lastly, similar

to gender bias, racial bias has also been detected in different stages of NLP pipeline [35,

54, 61, 62, 63, 64, 65, 49].

Although both Blodgett et al. [50] and Muñoz et al. [52] are very comprehensive in

their survey, they mostly analyze each NLP bias paper individually and extract shortcom-
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ings and strengths from each paper. Therefore, both papers made suggestions based on

the shortcomings found in majority of NLP bias research studies.

2.2 Class Level Bias

For any machine learning model that makes decisions involving humans, inspecting the

model’s bias and fairness becomes very crucial. Detecting as well as mitigating bias is

important. AI Fairness 360 (AIF360) [25] is an open source Python toolkit that provides

various bias metrics and algorithms to mitigate bias in structured datasets and models.

AIF360 includes over 71 bias detection metrics and 9 bias mitigation algorithms. Ad-

ditionally, it also includes a unique extensible metric explanations facility to help con-

sumers of the system understand the meaning of bias detection results. Although AIF360

is a very comprehensive tool, its bias detection and mitigation only works for structured

data that contain protected attributes. Alternatively, Amazon Web Services (AWS) clients

can make use of Sagemaker’s Clarify [26]. Clarify offers explainability, bias detection

and bias mitigation. Clarify can schedule recurring jobs to monitor bias drifts and give

explanations. The bias monitor includes 21 bias detection metrics and 4 bias mitigation

algorithms. Although both AIF360 and AWS Sagemaker Clarify offer bias detection and

bias mitigation techniques, their bias metrics and mitigation algorithms are designed for

protected attributes included in the features dataset. These tools are efficient and easy to

measure unfavorable stereotype bias in presence of protected class. In such cases, the

ground truth for unfavorable stereotype bias is known. However, they do not highlight

class level bias for the trained model.

While there is research that solely addresses the class imbalance problem [27, 28, 29,

30], not much research has been conducted in model’s classification bias due to various

anomalies enclosed in the text semantics. A model could favor a certain class more than

another in a task like intent classification. Therefore, defining and quantifying such class-

specific bias can help find the cause of the bias and eventually find procedures to mitigate

it.
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2.3 Unfavorable Stereotype Bias in LLMs

There are numerous cognitive biases that can be identified based on domains like social,

behavioral and more. Stereotyping is type of a cognitive bias when assumptions are made

or discrimination takes place on the basis of national, ethnic or gender groups [37]. On

the other hand, model bias looks for whether a model has preference for certain classes or

data groups.

Although there are a large number of types of cognitive biases, this section focuses on

unfavorable stereotype bias. Stereotype bias is generally regarded as unfavorable since

it causes discrimination. Often implicit bias leaves the minority group at disadvantage

although the bias is not based on facts and is relentlessly abusive. Stereotyped bias at-

tributes are either positive or negative attributes to a group of people identified by various

demographics like gender, age, race, ethnicity, language, nationality, disability, sexual ori-

entation, etc. While stereotype bias based on attribute such as age could be unfavorable

for job hiring, it could be favorable for auto insurance as teenager novice drivers are more

likely to have accidents and pay higher premiums than safe drivers. The domain experts

should decide whether such bias is favorable or not.

When collecting structured data from humans, stereotype bias is present in protected

attributes such as age, gender, race, ethnicity, religion, profession, etc. The performance

of a model can vary for different values of the same protected attribute. For example, if

the protected attribute was gender, the performance of a model for male instances might

be better than for female instances.

We survey bias analysis from the perspective of various LLMs. We include the

most widely used LLMs of the past few years such as Word2vec [43, 44], GloVe [45],

CBOW [44], ELMo [46], BERT [10] and GPT-2 [11]. Popular word embeddings like

Word2Vec [66] and Glove [45] have found to inherit unfavorable gender, race and reli-

gion bias from the corpus they were trained on [17, 67, 68, 69]. Apart from word em-

beddings, language models like BERT [70, 71, 72, 73] and GPT-3 [74] have been found

to have unfavorable stereotype bias too. Although many variants of these models exist,

we will be focusing on research studies that include the original models at some stage in
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their analysis. The unfavorable stereotype bias analysis for each model is summarized in

a table and as a graph. In the tables, unavailable information is provided as NA (Not Ap-

plicable). The graphs enable to reduce information duplicity of the table and give a clear

and condensed overview of various issues and associations of each model. In each graph

the models are represented in yellow rectangles, attributes of the model bias research are

depicted in pink ovals, and values of the attributes are shown in blue ovals.

In this section, at first, we summarize unfavorable stereotype bias analysis from the

perspective of each LLM. Secondly, we show how analysis of bias has evolved over time.

Finally, we present analysis of various unfavorable stereotype biases associated with the

most popular LLMs.

2.3.1 Word2vec

Developed by Google and published over two papers in 2013, Word2vec [43, 44] was

a progressive approach in NLP to vectorize words semantically using a two-layer neu-

ral net. Word2vec is still the foundation of the most modern advances in NLP such

as ELMo [46] and BERT [10]. The original Word2vec model was mostly trained on

Wikipedia corpus [75]. Thus, it includes grammatically correct sentences, no spelling

errors, and systemic bias from historic texts. Word2vec has also been adapted in a wide

variety of applications by performing transfer learning (using model trained for a specific

task in a different but related task). Keeping these factors in mind, researchers suspected

various kinds of biases would inherit in Word2vec from the data itself. Moreover, there is

also a risk that the complex algorithms used in deep neural networks may display biases

that were not present in the data.

Table 2.1 lists a few papers that evaluated bias in Word2vec models by training or test-

ing them on various datasets. Although different types of biases were evaluated in each,

mitigation techniques were not proposed in all papers. These research studies mostly

aimed at gender and ethnicity bias. The primary language of bias analysis was English

except the work conducted by Dı́az et al. [78] (Spanish). For mitigation strategies on

Word2vec, we only see vector space manipulation used as a mitigation mechanism.
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LLM Reference Data Stereotype Language Evaluation Mitigation

Word2vec

Bolukbasi
et al. [54]

Manzini
et al. [76]

Caliskan
et al. [35]

Swinger
et al. [77]

Dı́az
et al. [78]

Cheng
et al. [79]

Curto
et al. [80]

Chen
et al. [81]

Chen
et al. [82]

GoogleNews
corpus

(w2vNEWS),
Common Crawl

Reddit L2
corpus

Common Crawl,
Google News

Corpus,
Occupation
Data (BLS)

Google News,
Web data,

First
Names (SSA)
Wikipedia-es

2006
Perspective API’s

Jigsawdataset

Google News

Wikipedia,
Book Corpus,

GLUE

Chinese Wikipedia
Dump, CSemBias Dataset.

Gender

Ethnicity,
Gender,
Religion
Ethnicity,
Gender

General

Gender

Gender

Gender

Gender,
Profession

Gender

English

English

English

English

Spanish

English

English

English,
Mandarin Chinese,
Spanish, English,
Arabic, German,

French, Farsi,
Urdu and Wolof

Chinese

Analogies,
Cosine

Similarity

PCA, WEAT,
MAC,

Clustering
Association

Tests
(WEAT,
WEFAT)

WEAT

Analogies

PCA

Analogies,
Cosine

Similarity
Analogies,

Average Cosine
Similarity

Accuracy, Analogies,
Word similarity

Vector
Space

Manipulation

Vector
Space

Manipulation
NA

NA

NA

Vector Space
Manipulation,

(Toxicity debias)
NA

NA

Vector Space
Manipulation,

Table 2.1: Papers analyzing bias in Word2vec.

In order to remove repeated information in the table and get a clearer view of bias

analysis research done in Word2vec, we have created a visual graph (Fig. 2.1) that sum-

marizes all the properties deduced from the bias research on Word2vec. Fig. 2.1 shows

that bias evaluation research in Word2vec is limited to only English and Spanish lan-

guages. Similarly, bias mitigation techniques are limited to vector space manipulation.

The bias evaluation techniques range from simple techniques like cosine similarity and

Principle Component Analysis (PCA) to more sophisticated ones such as Word Embed-

ding Association Test (WEAT) [35]. The unfavorable stereotype biases under scrutiny in

the research studies included specific ones like gender, ethnicity, religion and also general

bias. Due to the fact that Word2vec was developed in 2013 and its popularity has been

surpassed in the years following it by more complex language models like transformers

and BERT, we do not see a large variety in its bias research.

2.3.2 GloVe

Other than Word2vec, another popular word embedding model is GloVe [45]. GloVe

(short for Global Vector) uses an unsupervised machine learning algorithm to generate

its word embeddings. Developed by the Computer Science department in Standford Uni-
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Bias Mitigation

Language

English Spanish

Figure 2.1: Summary of bias analyses done in Word2Vec based on published papers.

versity, GloVe is also trained on multiple text corpora like Wikipedia, Common Crawl

and Twitter. Similar to the case of Word2vec [43, 44], this data-based learning approach

of GloVe also makes it susceptible to bias inherited from the training data. Addition-

ally, the global word-word co-occurrence statistics GloVe implements might account for

algorithmic bias.

More papers have been published on bias analysis of GloVe than for Word2vec. Table

2.2 enlists the publications on bias in GloVe. Larger number of research studies also

account for larger variety in the number of datasets, languages, bias evaluation techniques

as well as mitigation techniques. Common Crawl and Wikipedia were the most frequent

datasets used in published works. Gender bias was the most common stereotype bias

present in GloVe. Unlike in Word2vec bias research which included language models

in English and Spanish only, five more languages (German, Italian, Russian, Croatian,

Turkish) were covered for GloVe. Prediction accuracy and WEAT were the most common
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LLM Reference Data Stereotype Language Evaluation Mitigation

GloVe

Zhao
et al. [56]

Zhao
et al. [83]

Escudé
et al. [84]

Lauscher
et al. [85]

Dev
et al. [86]

Caliskan
et al.[35]

Swinger
et al. [77]

Dev
et al. [87]

Lauscher
et al. [88]

Guo
et al. [89]

Zhao
et al. [90]

Curto
et al. [80]

Marcé
et al. [91]

OntoNotes 5.0,
WinoBias,

Occupation Data
(BLS), B&L
2017 English

Wikipedia dump,
SemBias

United Nations [92],
Europarl [93],

newstest2012, newstest2013,
Occupation data (BLS)

NA

Common Crawl

Common Crawl,
Google News

Corpus,
Occupation
Data (BLS)

Google News,
Web data,

First
Names (SSA)

Wikipedia Dump,
WSim-353, SimLex-999,

Google Analogy
Dataset

English Wikipedia,
Common Crawl,

Wikipedia,
Tweets

CommonCrawl,
Billion Word

Benchmark, BookCorpus,
English Wikipedia

dumps, BookCorpus,
WebText,

Bert-small-cased
One Billion

Word Benchmark,
WinoBias,

OntoNotes 5.0

Wikipedia,
Twitter

Twitter

Gender

Gender

Gender

General

Gender

Ethnicity,
Gender

General

Gender,
Age,

Ethnicity

Gender

Intersectional
Bias

(Gender,
Ethnicity)

Gender

Gender

Gender

English

English

English,
Spanish

German,
Spanish,
Italian,

Russian,
Croatian,
Turkish,
English
English

English

English

English

English,
German,
Spanish,
Italian,

Russian,
Croatian,
Turkish
English

English

English

English

Prediction
Accuracy

Prediction
Accuracy,
Analogies

BLEU

WEAT, XWEAT,
ECT, BAT,

Clustering (KMeans)
(BIAS ANALOGY

TEST)

WEAT*,
SIRT

Association
Tests

(WEAT,
WEFAT)

WEAT

WEAT, EQT,
ECT

WEAT,
XWEAT

WEAT,
CEAT

PCA,
Prediction Accuracy

Analogies,
Cosine

Similarity
Confusion matrix,

F1-score

Data Augmentation
(Gender Swapping),

Vector Space
Manipulation

Attribute Protection,
Vector Space
Manipulation,
Hard-Debias
Vector Space
Manipulation
(Hard-Debias)

Vector Space
Manipulation,

DEBIE

Vector Space
Manipulation,

OSCaR
NA

NA

Vector Space
Manipulation

NA

NA

Data Augmentation,
Attribute Protection
(gender swapping

averaging)

NA

NA

Table 2.2: Papers analyzing bias in GloVe.

bias evaluation techniques used. Additionally, more than half of the papers also offer

different types of bias mitigation strategies.

Fig. 2.2 shows the visual summary of Table 2.2 as a graph. In comparison to the

graph of Word2vec (Fig 2.1), it is evident that there are more blue ovals (bias research

attributes). Less commonly spoken languages like Croatian, Turkish, Russian, German

and Italian were also used for building and testing the GloVe embeddings. There were a

wide variety of evaluation techniques to quantify various types of stereotype bias. Among

the 14 bias evaluation techniques, many of them were modern sophisticated metrics such

as WEAT [35], WEFAT [35], BAT [85], SIRT [86], ECT [87], EQT [87], CEAT [89] and

BLEU [94]. Other than vector space manipulation, the bias mitigation strategies include

data augmentation, attribute protection and hard-debias.
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Attribute
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Hard-Debias

Figure 2.2: Summary of bias analyses done in GloVe based on published papers.

Although Word2vec and GloVe do not differ conceptually to a large extent, the variety

in research attributes in GloVe shows there was higher level of interest in researching

about bias for GloVe than Word2vec. The added benefit of GloVe is that it is easier to

parallelize the code for extremely large datasets. Thus, this reason might have contributed

to GloVe being more prevalent in the NLP research community compared to Word2vec.
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2.3.3 CBOW

Continuous Bag of Words (CBOW) model is the architecture devised and used by Mikolov

et al. [44] to train Word2vec. This architecture uses a number of words that appear before

and after the word in the middle to predict the semantic word embedding of the middle

word. This way CBOW was designed to encapsulate the contextual semantics of a word

in its embedding. The final vocabulary of CBOW only gives one embedding for each

word, although a word might have very different semantic meanings depending on con-

text. Additionally, this architecture is very data driven which makes it prone to inheriting

stereotype bias from the training data.

LLM Reference Data Stereotype Language Evaluation Mitigation

CBOW

Lausher
et al.[85]

Lausher
et al.[88]

Hall
et al. [95]

Lausher
et al.[96]

Leavy
et al.[39]

Marcé
et al.[91]

Chen
et al.[82]

NA

English Wikipedia,
Common Crawl,

Wikipedia,
Tweets

English Gigaword,
Wikipedia,

Google Analogy,
SimLex-999

translated WEAT
test set,

Leipzig news,
Wikipedia,

Twitter,
CommonCrawl
British Library
Digital corpus,
The Guardian

article

Twitter

Chinese Wikipedia
Dump, CSemBias Dataset.

General

Gender

Gender

Gender,
Ethnicity

Gender

Gender

Gender

German,
Spanish,
Italian,

Russian,
Croatian,
Turkish,
English
German,
Spanish,
Italian,

Russian,
Croatian,
Turkish,
English
English

Modern
Arabic,

Egyptian
Arabic

English

English

English

WEAT, XWEAT,
ECT, BAT,
Clustering
(KMeans)

(BIAS ANALOGY
TEST)

WEAT, XWEAT

Analogies,
WEAT,

Sentiment
Classification,

Clustering

WEAT, XWEAT,
AraWEAT,

ECT,
BAT

Association,
Prediction
likelihood,
Sentiment
Analysis

Confusion matrix,
F1-score

Accuracy, Analogies,
Word similarity

Vector Space
Manipulation,

DEBIE

NA

Hard-
Debiasing,

CDA,
CDS

NA

NA

NA

Vector Space
Manipulation

Table 2.3: Papers analyzing bias in CBOW.

Table 2.3 enlists the NLP bias papers that used CBOW to get word embeddings in

various languages. Here again, gender was the most common stereotype bias being quan-

tified. Similarly, text corpus from Wikipedia and CommonCrawl appeared multiple times

in the literature. Since, CBOW is an architecture and not a pre-trained embedding model,

it is more accessible to be used for other languages instead of being limited to English.

Most papers evaluated stereotype bias using WEAT [35] and its cross lingual extension

XWEAT [85]. Not every research that evaluated NLP bias using a CBOW model pre-
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sented bias mitigation techniques of their own.

At first glance, the bias literature summary graph of CBOW (Fig. 2.3) also displays

a lot of blue ovals (bias research attributes) similar to that of GloVe (Fig. 2.2). Thus,

the bias research explores different dimensions of research. In addition to English, less

explored languages like German, Spanish, Italian, Russian, Croatian, Turkish as well as

versions of Arabic namely Modern and Egyptian Arabic were explored. Only three types

of bias stereotype were analyzed for CBOW namely gender, general and ethnicity. The

bias evaluation methods range from simple techniques like clustering and analogies to

more intricate techniques like WEAT, XWEAT, AraWEAT and ECT. Four bias mitigation

techniques used for CBOW were vector space manipulation, hard-debias, CDA (Contex-

tual Data Augmentation) [97] and CDS (Contextual Data Substitution) [95].

2.3.4 ELMo

Embeddings from Language Models (ELMo) [46] is an NLP framework that developed a

new variation of the Long Short-Term Memory (LSTM) [98] architecture. ELMo was de-

veloped by AllenNLP [99] team of Allen Institute for AI (AI2) in 2018. ELMo’s novelty

is that the embedding of a word varies for different contexts. The context of each word

is determined from the words appearing before it as well as after it. ELMo does this by

concatenating the forward language model layers with the respective backward language

model layers. ELMo also uses character level tokens to generate word embeddings to feed

the main model. This enables ELMo to be easily adapted for various NLP tasks. Training

ELMo for multiple NLP capabilities required training on a large text corpus like 1B Word

Benchmark [100]. With the large architecture and training corpus in use, ELMo is also

prone to storing stereotype bias information.

The publications on stereotypical bias found in ELMo are gathered in Table 2.4. Un-

like the bias research done on GloVe or CBOW, the publications on ELMo are not ver-

satile. Out of the five papers two (May et al. [33], Tan et al. [34]) do not reveal their

data sources. Like in most NLP bias papers, the datasets CommonCrawl and Wikipedia

were used for ELMo too. Zhao et al. [90] use the same 1B Word Benchmark [100] cor-
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Figure 2.3: Summary of bias analyses done in CBOW through based on published papers.

pus ELMo originally used. Additionally, they use OntoNotes 5.0 and their own corpus

Winobias. English is the only language used for modelling. The stereotype biases be-

ing analyzed were dominated by gender bias. Only Zhao et al. [90] proposed mitigation

strategies. The evaluation methods ranged from simple methods like cosine similarity,

PCA and prediction accuracy to more sophisticated metrics like WEAT, SEAT, CEAT.

Fig 2.4 provides the summary graph of bias research done for ELMo. We can imme-

diately observe lower number of blue ovals in this graph especially compared to that of

GloVe (Fig. 2.2) and CBOW (Fig. 2.3). In terms of languages, there is no diversity at all

36 Sudhashree Sayenju



CHAPTER 2. RELATED WORK

LLM Reference Data Stereotype Language Evaluation Mitigation

ELMo

May
et al. [33]

Tan
et al. [34]

Guo
et al. [89]

Zhao
et al. [90]

Basta
et al. [101]

NA

NA

CommonCrawl,
Billion Word
Benchmark,
BookCorpus,

English Wikipedia
dumps, BookCorpus,

WebText,
Bert-small-cased

One Billion
Word Benchmark,

WinoBias,
OntoNotes 5.0

English-German
news WTM18

Gender,
Ethnicity
Gender,

Race
Intersectional

Bias
(Gender,

Ethnicity)

Gender

Gender

English

English

English

English

English

SEAT

Contextual
SEAT

WEAT,
CEAT

PCA,
Prediction
Accuracy

cosine
similarity,
clustering,

KNN

NA

NA

NA

Data Augmentation,
Attribute

Protection
(gender swapping

averaging)
NA

Table 2.4: Papers analyzing bias in ELMo.

ELMo
Stereotypes

Bias Evaluation

SEAT

WEAT

Bias Mitigation

English

Gender

PCA

Race
Ethnicity

Data
Augmentation

Cosine
Similarity

Clustering

Contextual
SEAT

CEAT

Prediction
Accuracy

Attribute 
Protection

Language

Figure 2.4: Summary of bias analyses done in ELMo based on published papers.
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limited to only English language models. The stereotypes included the 3 most common

types of biases, namely gender, race and ethnicity. Only two bias mitigation techniques

were used on ELMo. There was a large assortment of bias evaluation techniques for

ELMo.

The popularity of ELMo was soon outdone by Transformer and BERT. This is prob-

ably the reason why the bias research on ELMo was not explored in depth for various

aspects. Although ELMo was very powerful in introducing the contextualized word em-

bedding concept, the use of LSTM made it less compelling to use ELMo past the tech-

nologies that emerged after it.

2.3.5 BERT

Bidirectional Encoder Representations from Transformers (BERT) [10] makes use of

technology that existed before it called Transformer [9]. BERT was developed at Google

AI language in 2018. Devlin et al. [10] show multiple experiments on various NLP tasks

that outperformed the state of art models like OpenAI’s GPT [102] and ELMo [46]. As

the name suggests, the transformer nodes in BERT are bidirectional in all layers. This

makes it more efficient than ELMo which concatenates the separate LSTM nodes for

forward and backward context learning. On the other hand, although very similar, Ope-

nAI’s GPT was using only left to right context learning Transformer nodes. Thus, the

dense architecture of BERT enables it to boost its learning capabilities. The corpus used

in the pre-training phase of BERT were BooksCorpus and English Wikipedia. Both of

these datasets contain a large amount of historical data with various potential biases. The

complex architecture of BERT might also amplify some biases not present in the data.

Fine-tuning BERT for various tasks used task specific text corpora. Those datasets add

on their own types of biases. Although BERT showed striking results on standard NLP

tasks, it lacked examples that highlight various types of unfavorable stereotype biases.

The fame of BERT also gathered the interest of many NLP researchers who suspected

of likely biases. Being aware of the biases in BERT is very important since it is used in

numerous real world systems which are already causing harm to the society or might do
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so in the future.

LLM Reference Data Stereotype Language Evaluation Mitigation

BERT

Vig
et al. [31]

Bhardwaj
et al. [32]

May
et al. [33]

Tan
et al. [34]
Nadeem

et al. [39]

Bartl
et al. [103]

Sheng
et al. [104]

Babaeianjelodar
et al.[105]

Hutchinson
et al. [59]

Kurita
et al. [106]

Marcé
et al. [91]

Herold
et al. [107]

Jentzsch
et al. [108]

Felkner
et al. [109]

NA

Equity
Evaluation

Corpus,
Gen-data

NA

NA

StereoSet

GAP, BEC-Pro,
Occupation Data

(BLS)
One Billion

Word Benchmark

Wikipedia,
Book corpus,

Jigsaw identity
toxic dataset,

RtGender, GLUE
Jigsaw

Unintended
Bias

Gendered Pronoun
Resolution
task, GAP

Employee Salary
Dataset for

Montgomery County
of Maryland
Wikipedia,

Book corpus
Wikipedia,

Book corpus,
WordNet

Internet Movie
Database

QueerNews

Gender

Gender

Gender,
Ethnicity
Gender,

Race
Gender,

Profession,
Race,

Religion
Gender

Race,
Gender,
Sexual

Orientation
Gender,
Race,

Religion,
Disability

Disability

Gender,
Profession

Gender

Disability

Gender

Sexual
Orientation

English

English

English

English

English

English,
German

English

English

English

English

English

English

English

English

Visualization,
Text

Generation
likelihood

EEC, Gender
Separability,

Emotion/Sentiment
Scoring
SEAT

Contextualized
SEAT

CAT (Context
Association

Test)

WEAT

Sentiment
Score (VADER)
, Classification

accuracy
Cosine

Similarity,
Accuracy,

GLUE

Sentiment
Score

Log Probability
Bias Score

Confusion matrix,
F1-score

Log Probability
Bias Score

Absolute sentiment
bias

log-likelihood,
F1-score,

Gender ratio

NA

Vector Space
Manipulation

NA

NA

NA

Fine-tuning,
CDS

Train
LSTM/BERT

Fine
tuning

NA

NA

NA

NA

NA

NA

Table 2.5: Papers analyzing bias in BERT.

Table 2.5 provides the literature that studies bias in BERT models. Out of the fourteen

papers, three did not reveal their data sources. Except Wikipedia, other datasets used

in the analyses are not commonly used. Analogous to papers involving other LLMs,

literature on BERT’s bias also mostly focuses on gender bias. Less explored unfavorable

stereotype biases like profession, disability and sexual orientation were also examined

for BERT. English BERT models were used in all cases. German language BERT was

included only in Bartl et al. [103]. Research studies used different methods to measure

bias. The spectrum of bias evaluation methods include simple ones like accuracy and

cosine similarity, as well as more modern techniques such as WEAT, SEAT and GLUE.

Half of the work on BERT did not provide approaches for mitigation.

Considering the fact that BERT was published soon after ELMo and garnered more
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fame than ELMo, it becomes obvious why the summary graph of BERT (Fig. 2.5) has

more features (blue ovals) than for ELMo (Fig. 2.4). Although BERT was first published

in 2018, it remains to be one of the most popular models till date. In terms of the lan-

guages BERT were modelled in, there was not much diversity. The studies only included

German beyond English. Amongst all the models that preceded it, BERT showed the

widest assortment of unfavorable stereotype biases being analyzed. It was also rich in the

bias evaluation methods and mitigation techniques it used. Although, from Table 2.5 we

know that half of them did not attempt to mitigate the bias, there still were four differ-

ent mitigation procedures tried on BERT. All these methods can be applied either during

training or post-training phase of modelling.

2.3.6 GPT Models

Generative pre-trained transformers (GPT [102]) are LLMs developed by OpenAI. Till

date there are four versions released namely GPT [102], GPT-2 [11], GPT-3 [12], GPT-

4 [13]. OpenAI also released a user interface integrated version with chat functionalities

called ChatGPT [110]. ChatGPT uses GPT-4.

GPT

In 2018, OpenAI released its first LLM called GPT [102]. This model has over 120 mil-

lion trainable parameters and was trained on BookCorpus. GPT was released only a few

months before its subsequent and up-scaled version GPT-2 [11] was released. Therefore,

most of bias research has been dedicated to GPT-2. Table 2.6 summarizes the few pa-

pers that reviewed bias in GPT. Therefore, we do not observe variety in their research

aspects. Only Guo et al. [89] listed its data source. Gender bias was observed in all

papers. Other unfavorable stereotype biases analyzed included Ethnicity and Race. All

models were based in English language. SEAT, Contextualized SEAT, WEAT, and CEAT

methods were used or devised for unfavorable stereotype bias evaluation. There were no

mitigation techniques used in any of the research works.
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Figure 2.5: Summary of bias analyses done in BERT based on published papers.

LLM Reference Data Stereotype Language Evaluation Mitigation

GPT

May et al. [33]

Tan et al. [34]
Guo et al. [89]

NA

NA
CommonCrawl,
Billion Word
Benchmark,
BookCor-
pus, English
Wikipedia
dumps, Book-
Corpus,
WebText,
Bert-small-
cased

Gender, Eth-
nicity
Gender, Race
Intersectional
Bias (Gen-
der, Ethnic-
ity)

English

English
English

SEAT

Contextual SEAT
WEAT, CEAT

NA

NA
NA

Table 2.6: Papers analyzing bias in GPT.
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GPT-2

After the release of GPT [102] in 2018, its up-scaled version GPT-2 [11] was developed

by OpenAI in 2019. GPT-2 has 10 times more learnable parameters and training data

than the original GPT. Similar to BERT [10], GPT-2 also uses Transformer [9] nodes in

its architecture. Their architecture has 1.5 billion learnable parameters and is capable

of unsupervised learning. Unsupervised learning is performed via the language mod-

elling where the next word is predicted based on given a set of starting words. Therefore,

GPT-2 can be readily customized for various NLP tasks such as reading comprehension,

translation, question answering and summarization. Their dataset is a 40GB Internet text

containing 8 million web pages called WebText. The diversity of text domains also ac-

counts for the diversity in the types of stereotype biases found in GPT-2. Despite the fact

that the results presented in their paper [11] come close to humans, GPT-2 is not free from

biases. Many research studies are dedicated to investigating various bias and a few even

propose mitigation processes.

LLM Reference Data Stereotype Language Evaluation Mitigation

GPT-2

Vig
et al. [31]

Tan
et al. [34]
Nadeem

et al. [39]

Guo
et al. [89]

Peng
et al. [111]

Sheng
et al. [104]

Groenwold
et al. [112]

Honnavalli
et al. [113]

NA

NA

StereoSet

CommonCrawl,
Billion Word
Benchmark,
BookCorpus,

English Wikipedia
dumps, BookCorpus,

WebText,
Bert-small-cased
Science fiction
story corpus,

Plotto,
ROCstories,

toxic and
Sentiment datasets

One Billion
Word Benchmark

TwitterAAE,
Amazon Mechanical

Turk annotators
(SAE)

Gender seniority
compound bias
dataset Amazon
Mechanical Turk

Gender

Gender,
Race

Gender,
Profession,

Race,
Religion

Intersectional
Bias

(Gender,
Ethnicity)

Ethnicity

Race,
Gender,
Sexual

Orientation
Ethnicity

Gender, Age

English

English

English

English

English

English

English

English

Visualization,
Text

Generation
likelihood

Contextualized
SEAT

CAT (Context
Association

Test)

WEAT,
CEAT

Classification
Accuracy

Sentiment
Score (VADER)
, Classification

accuracy
Text generation,
BLEU, ROUGE,

Sentiment
Classification

(VADER)
Percentage of

Gendered search
results

NA

NA

NA

NA

Loss function
modification

Train
LSTM/BERT

NA

NA

Table 2.7: Papers analyzing bias in GPT-2.

Although the trained GPT-2 model on the entire dataset is not available for the gen-
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eral public, a smaller version of GPT-2 was publicly released. The authors themselves

had realized the potential misuses that could happen with GPT-2. Even with its smaller

released version, GPT-2 grabbed the attention of NLP bias researchers. Table 2.7 pro-

vides a compilation of research studies that detected and in a few cases even mitigated

the bias. Vig et al. [31] and Tan et al. [34] did not mention the datasets they used. A

wide variety of very large text corpora were tested on GPT-2. Some popular ones include

CommonCrawl, One billion word benchmark, Wikipedia and BookCorpus. In addition

to gender, the most popular stereotype bias, GPT-2 also had profession, race, religion,

ethnicity and sexual orientation biases. Guo et al. [89] explored the intersectional bias

between gender and ethnicity. Even though GPT-2 is one of the advanced models, it was

only used in English language. Popular bias evaluation methods like WEAT, sentiment

score and classification accuracy were also utilized. Less common approaches to com-

pute the bias were BLEU, ROUGE, CEAT, contextual CEAT, CAT and text generation

likelihood. Only Peng et al. [111] and Sheng et al. [104] on GPT-2 attempted to mitigate

the respective biases.

The summary graph of GPT-2’s bias literature is presented in Fig. 2.6. In spite of

eight papers reporting bias on GPT-2, the graph clearly shows the lack of variation in

the languages GPT-2 was modeled on. Since GPT-2 was only released in English, NLP

bias researchers were also limited to English language. Only two different mitigation

techniques namely loss-function modification and secondary model were tried on GPT-

2. However, in terms of types of unfavorable stereotype biases being analyzed and bias

evaluation methods used, the research studies were very diverse. Unlike BERT, the limited

access to GPT-2 appears to have restricted the languages it was modelled in as well as the

applicable mitigation techniques.

GPT-3

In 2020, OpenAI released GPT-2’s subsequent version GPT-3 [12]. GPT-3 is more than 10

times bigger than GPT-2 or auto-regressive models existed before it with an architecture

hosting over 175 billion parameters. Unlike in GPT-2, the transformer nodes in GPT-3
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Figure 2.6: Summary of bias analyses done in GPT-2 through based on published papers.

use alternating dense and locally banded sparse attention patterns. Table 2.8 enlists papers

that analyze bias in GPT-3.

GPT-4

Unlike its previous versions, GPT-4 [13] is a multimodal model which takes text as well

as image inputs and outputs texts. Released on March 2023, GPT-4 has shown human

level excellence on various professional and academic benchmarks. For example, GPT-4

can pass the Bar examination with a score on the 90th percentile, while its predecessor

GPT-3.5 (variant of GPT-3) was only capable of scoring in the 10th percentile. OpenAI

creators have put a disclaimer that GPT-4 is still less capable than humans in many real-

world scenarios. However, due to its accessibility and avid use via ChatGPT [110], the
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LLM Reference Data Stereotype Language Evaluation Mitigation

GPT-3

Brown et al.
[12]

McGuffie et
al. [114]

Floridi et al.
[115]

Abid et al.
[116]

Common
Craw, Web-
Text2,
Books1,
Books2,
Wikipedia
Common
Craw, Web-
Text2,
Books1,
Books2,
Wikipedia
Common
Craw, Web-
Text2,
Books1,
Books2,
Wikipedia
Common
Craw, Web-
Text2,
Books1,
Books2,
Wikipedia,
Humans of
New York
images

Gender,
Race, Reli-
gion

Ideological,
Political,
Race

Race

Ethnicity

English

English

English

English

Text genera-
tion

QA, Text
Generation

Text Genera-
tion

Analogies,
associations,
Text Genera-
tion

NA

NA

NA

Positive
Contextual-
ization

Table 2.8: Papers analyzing bias in GPT-3.

biases present in it might cause adverse effects in the society.

ChatGPT

ChatGPT [110] is a conversation user interface with GPT-4 in its backend. This tool is

available for free at https://chat.openai.com/. Previously, Google [117] was the

technology widely used to answer queries or give instructions. While Google only sorts

the information it finds it the web by ranking the websites, ChatGPT provides the answer

to the prompt it was given and sometimes also explains the answer it provides. Figure

2.7 shows an example of prompt given to ChatGPT and the output it provided. The lack

of referencing in its responses makes it difficult to know where it is drawing its answers

from. Its responses could be a culmination of various kinds of biases that will remain

unknown and difficult to trace as well as quantify. Moreover, ChatGPT does not guarantee

to provide correct answers. It might be harmful to the society when ChatGPT is used a

fact learning source, and miscommunication is spread widely. When using ChatGPT, one

should be aware of its limitations and potential harm it might cause upon misutilization .
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Figure 2.7: Example of an inquiry to ChatGPT (https://chat.openai.com/) and its
response.

2.3.7 Summary of Stereotype Biases in LLMs

The use of deep learning models in NLP (LLMs) first started in 2013 with generation

of word embeddings namely, Word2vec [43, 44]. However, the bias analyses on word

embedding models did not start until 2016. Fig. 2.8 presents a graph showing the model

complexity against year timeline for various models’ bias evaluation. Here, the model

complexity was calculated as the number of learnable parameters of the deep learning

model.

From 2016 to 2018, only Word2vec, GloVe, and their variants were under scrutiny for

unfavorable stereotype biases. In 2018, the most advanced language models like ELMo,

Transformer, BERT and others were developed. Thus, in 2019, most of these models were

evaluated for biases. We also see steep rise in the complexity of the models. In 2020,

less number of LLMs were examined for bias. 2020 was also the year when OpenAI’s

largest model GPT-3 was released. Similar to previous GPT versions, the fully trained

GPT-3 model is not publicly available but a smaller version of it can be used via an API

(Application Programming Interface). Therefore, testing various inputs was only possible

for analyzing GPT-3’s bias starting from 2020. We also observe that 2020 onward the

original transformer model is no longer examined for bias. A reason for this is the rising

popularity of its descendants BERT and GPT variations.

The six most frequent LLM bias literature were Word2vec, GloVe, CBOW, BERT,

GPT-2 and GPT-3. There were 11 different unfavorable stereotype biases mentioned in
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Figure 2.8: Graph of complexity of models over time for bias analyses based on published
papers.

the literature namely general, gender, ethnicity, religion, age, race, profession, sexual

orientation, disability, political and ideological. Fig. 2.9 shows the association of different

models with different types of stereotype biases. The width of the arrows signify the

number of papers that displayed a particular type of bias for a model. Thus, the wider the

width of the arrow, the more number of papers are published proving that association.

Figure 2.9: Graph of various bias analyses for the popular LLMs based on published
papers.

As observed in the previous tables, Fig. 2.9 also shows gender as the most common

stereotype bias reviewed in popular LLMs. Out of the six models, five models had their

widest arrows to gender. Thus, maximum number of publications topics dealt with gen-
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der bias in Word2vec, GloVe, BERT, CBOW and GPT-2. Ethnicity was another popular

model which had links to all six models. GPT-3 had the maximum number of publica-

tions found for race. The least explored type of stereotype biases with only one model

associated to each are age, disability, political and ideological.

2.4 Bias Measures

Numerous bias measures have neen proposed in the last decade. The major challenge

for bias measures whether these measures actually indicate the presence or absence of

bias in the LLMs. We explain one of the most common bias measure, WEAT [35], and

its derivatives, and then describe another measure named as the SAME score [36] that

addresses the limitations of WEAT.

2.4.1 WEAT and its Derivatives

The bias measure WEAT [35] was largely inspired by the Implicit Association Test (IAT) [118]

which is used to measure societal stereotype biases in humans in the field of psychology.

WEAT also adopted the concept of measuring bias between two target (X,Y) and two

attribute (A, B) sets using a cosine based calculation. The target sets are 2 groups which

are hypothesised to have imbalanced treatment by the NLP embedding or model. The

two attribute sets are groups of words describing some characteristic, attitude, traits of

the two respective target sets. High values of WEAT indicate bias is present, i.e., X is

highly associated to A whereas Y is highly associated to B. Low values of WEAT indi-

cates the hypothesised bias (X to A, Y to B) is not significant. WEAT is calculated with

the following two equations:

s(w, A, B) =
1
n

∑
a∈A

cos(w, a) −
1
n

∑
b∈B

cos(w, b) (2.1)

WEAT(X,Y, A, B) =
meanx∈X s(x, A, B) − meany∈Y s(y, A, B)

stddevw∈X∪Y s(w, A, B)
(2.2)
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Although WEAT [35] is the most popular bias measure used in NLP literature, there

are a few bias evaluation techniques which are very similar to WEAT. Table 2.9 summa-

rizes a few methods that are very similar to WEAT namely, WEFAT (Word Embedding

Factual Association Test) [35], MAC (Mean Average Cosine Similarity), XWEAT (Mul-

tilingual and cross-lingual extension of WEAT) [88], WEAT* [86], SEAT (Sentence En-

coder Association Test) [119] and CEAT (Contextualized Embedding Association Test)

[89].

Bias measure Description
WEFAT (Word Embed-
ding Factual Association
Test) [35]

Introduced in the same paper as WEAT [35], WEFAT was a measure proposed to give bias
score for a word w and two attribute sets A, B. The WEFAT bias was denoted by s(w, A, B)
and computed in the following way

s(w, A, B) =
meana∈Acos(−→w ,−→a ) − meanb∈Bcos(−→w ,

−→
b )

std − devx∈A∪Bcos(−→w ,−→x )
(2.3)

MAC (Mean Average Co-
sine Similarity) [69]

The motivation behind MAC is to calculate a weighted cosine similarity. Suppose a function
S computes the mean cosine distance between target ti ∈ T and attribute A j as follows:

S (ti, A j) =
1
N

∑
a∈A j

cos(ti, a) (2.4)

Then, MAC (Mean Average Cosine Similarity) is defines as

MAC(T, A) =
1
|T ||A|

∑
ti∈T

∑
A j∈A

S (ti, A j) (2.5)

XWEAT (Multilingual and
cross-lingual extension of
WEAT) [88]

Instead of monolingual word embeddings space, perform WEAT[35] in Cross-Lingual em-
beddings (CLEs) space. They then quantified gender bias across various languages.

WEAT* [86] Perform WEAT on meaningful male-vs-female associations instead of stereotypical ones. For
example X = {man,male,boy,brother,him,his,son},
Y={woman,female,girl,sister,her,hers,daughter},
A = {gentleman,king,patriarchy},
B = {madam,queen,matriarch}

SEAT (Sentence Encoder
Association Test) [119]

Use target sets X,Y and and attribute sets A, B as described in WEAT but create Neutral sen-
tence embeddings instead of word embeddings. For example if X={man} in WEAT, it comes
X={This is a man} in SEAT.

CEAT (Contextualized
Embedding Association
Test) [89]

CEAT summarizes the magnitude of overall bias in neural language models by incorporating a
random-effects model. This is done by using techniques to calculate social and intersectional
biases in contextualized word embeddings.

Table 2.9: Bias measures similar to WEAT

2.4.2 SAME

More recently, a bias metric called SAME was introduced in Schroder et al. [36]. They

begin their paper by defining 4 concepts necessary for bias metrics that considers geo-

metric (cosine) similarity of word embeddings namely: trustworthiness, comparability,
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skewness and stereotype. The concepts of trustworthiness and comparability are well

described but the concepts of skewness and stereotype are not adequately characterized.

However, the paper claims that SAME is a good metric that considers all four concepts.

With experiments on numerous models, they show that SAME metric performs the best.

Equation 2.6 shows how the same metric is calculated given a target word set W and two

attribute sets Ai and A j.

S AME(W, Ai, A j) =
1
|W |

∑
w∈W

| cos(w, âi − âi)| (2.6)

2.4.3 Limitations of WEAT and SAME

WEAT has been used or analyzed on multiple language models and text corpora [77,

85, 88, 87, 86, 89, 120, 121, 18, 95, 122]. May et al. [119] warn us that using WEAT

as the ultimate measure of bias might not be ideal. They instead propose using SEAT

(Sentence Embedding Association Test), which is WEAT’s adaptation for contextualised

sentence embedding. Theoretical flaws of WEAT are also highlighted in Ethayarajh et

al. [42] via comprehensive mathematical proofs. Although the theoretical and geometrical

concepts of trustworthiness and comparability are well defined in the SAME [36] metric,

our experiments show that all types of biases are not always best captured by the metric.

Unlike most of the research works that focus only on measuring unfavorable societal

stereotype bias, this dissertation will also focus on the performance of bias evaluation

measures on categorical bias that is necessary for the model to learn. We first conducted

experiments on last four hidden layers of BERT (bert-base-uncased) to find out whether

WEAT and SAME is capable of detecting categorical bias. We use facts such as country

to its capitals with provided with correct and incorrect pairs (Table 2.10). We expect the

model to learn country capital facts from its training text corpus such as Wikipedia and

BookCorpus. Therefore, presence of learning these facts should show high values for

categorical bias. WEAT values were always very high (either 1.999 or 2.000) whether we

provided correct or incorrect country capitals. The SAME score showed low values (range
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[0.041 , 0.063]) for correct capitals and highest values (0.184 and 0.164) for incorrect

capitals. Both WEAT and SAME scores are incapable of identifying categorical biases

present in the model. Therefore, using these bias evaluation measures for quantifying

stereotype bias may not be appropriate.

Bias type X Y A B WEAT SAME

Correct Capital

‘Italy’ ‘Rome’ ‘Germany’ ‘Berlin’ 2.000 0.062
‘Italy’ ‘Rome’ ‘France’ ‘Paris’ 2.000 0.063
‘Germany’ ‘Berlin’ ‘France’ ‘Paris’ 1.999 0.053

Incorrect Capital
‘Italy’ ‘Berlin’ ‘Germany’ ‘Rome’ 2.000 0.031
‘France’ ‘Bern’ ‘Switzerland’ ‘Paris’ 2.000 0.168
‘Germany’ ‘Paris’ ‘France’ ‘Berlin’ 1.999 0.046

Table 2.10: Quantifying categorical biases using WEAT and SAME

Although the results in Table 2.10 showed that WEAT and SAME is not capable of

detecting categorical bias, we also conducted our experiments on gender bias examples.

Table 2.11 shows the values WEAT and SAME score have for the gender bias experi-

ments. WEAT values are either too high (1.999 or 2.000) like before or too low (-1.999).

These WEAT values are very extreme and shoe no variation again. SAME scores display

some variation but all of them are close to 0. Due to its inconsistency for categorical bias,

we cannot rely on the values we get for stereotype bias using WEAT and SAME. We re-

quire a bias measure that can appropriately quantify categorical and therefore, stereotype

bias appropriately.

Bias type X Y A B WEAT SAME

Gender

‘man’ ‘woman’ ‘doctor’ ‘nurse’ 2.000 0.022
‘man’ ‘woman’ ‘child’ ‘beautiful’ -1.999 -0.022
‘man’ ‘woman’ ‘engineer’ ‘homemaker’ 1.999 0.121
‘he’ ‘she’ ‘doctor’ ‘nurse’ 2.000 0.028

Table 2.11: Quantifying gender bias using WEAT and SAME

2.5 Quantify Model Tendency after Customization

In order to make models suitable for their domain applications, it is common to apply

transfer learning techniques for customization. Transfer learning is a popular method

51 Sudhashree Sayenju



CHAPTER 2. RELATED WORK

where a pre-trained model is used as starting foundational model for a different but related

task. LLMs like BERT [10] and GPT-2 [102] were trained on enormus text corpora and

high computing resources that are not available to all. By using these publicly available

model for customization on domain, one saves computing resources, financial resources

and time.

Majority of the research work that customizes LLMs on domain text corpus are tested

for customization progress on a particular task. To monitor improvement on these tasks,

already existing measures like accuracy, precision, recall, correlation coefficient and F1-

scores are used to quantify model tendency upon customization. Navgi et al. [123], Peng

et al. [124], Qasim et al. [125], and Kang et al. [126] do not devise a new way to quantify

domain knowledge and use previously mentioned performance metrics that are used to

monitor classification task performance.

Another way the shift in model tendencies are observed are in embedding neighbors.

Bogust et al. [127] introduced an interactive tool called Embedding Comparator that al-

lows for the global comparison of two model embeddings by visualizing their local neigh-

borhoods for a given word or emoji using k-nearest neighbors. This tool is particularly

effective for comparing fixed embeddings such as LSTM, Word2vec, or GloVe. How-

ever, it is not suitable for determining whether contextual learning models such as BERT

are acquiring domain knowledge. One approach for assessing the acquisition of domain

knowledge by a model for words with multiple meanings is to partition the dimensions

of BERT embeddings based on their various meanings using techniques such as K-means

[128] or k-NN [129]. To the best of our knowledge, there is still lack of research on how to

quantify the extent to which a model has acquired domain knowledge that is independent

of the NLP task.

2.6 Summary

In this chapter, after providing an overview of bias studies in the literature, the unfavorable

stereotype bias research focusing various LLMs were explained. Moreover, common

bias measures such as WEAT and the SAME score were explained with their limitations.
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Finally, we have highlighted the lack of generalizable measures to quantify the domain

bias. In a similar vein, class level bias research has not been addressed as the unfavorable

stereotype bias in the literature.
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Chapter 3

Directional Pairwise Class Confusion

Bias for Evaluating Class Level Bias

Recent advances in Natural Language Processing have led to powerful and sophisticated

models like BERT (Bidirectional Encoder Representations from Transformers) [10] that

have bias. These models are mostly trained on text corpora that deviate in important ways

from the text encountered by a chatbot in a problem-specific context. While a lot of re-

search in the past has focused on measuring and mitigating bias with respect to protected

attributes (stereotyping like gender, race, ethnicity, etc.), there is lack of research in model

bias with respect to classification labels. In this chapter, we investigate whether a NLP

classification model hugely favors one class with respect to another. We propose a class

level bias evaluation method called directional pairwise class confusion bias that high-

lights the chatbot intent classification model’s bias on pairs of classes. We also present a

few strategies on how our directional pairwise confusion bias could be utilized to develop

mitigation methods for biased pairs.

This chapter includes a substantial amount of text, figures and tables from papers

whose primary author is the same as this dissertation, and published by IEEE and World

Scientific in the following research papers:

• © 2022 IEEE. Reprinted, with permission, from Sayenju, Sudhashree, Ramazan

Aygun, Jonathan Boardman, Duleep Prasanna Rathgamage Don, Yifan Zhang, Bill
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Franks, Sereres Johnston, George Lee, Dan Sullivan, and Girish Modgil. ”Direc-

tional pairwise class confusion bias and its mitigation.” In 2022 IEEE 16th Interna-

tional Conference on Semantic Computing (ICSC).

• Quantification and Mitigation of Directional Pairwise Class Confusion Bias in

a Chatbot Intent Classification Model by Sayenju, Sudhashree, Ramazan Aygun,

Jonathan Boardman, Duleep Prasanna Rathgamage Don, Yifan Zhang, Bill Franks,

Sereres Johnston, George Lee, Dan Sullivan, and Girish Modgil. In International

Journal of Semantic Computing: 497-520. © 2022 World Scientific.

3.1 Motivation

Conversational chatbots are commonly used by businesses to help end users or customers

with their concerns or problems to provide immediate assistance during anytime of the

week. With the help of new methods in Artificial Intelligence (AI) and Natural Language

Processing (NLP), chatbots aim to provide better customer service. Using chatbots, com-

panies save time and financial resources by utilizing their human resources for more com-

plicated tasks. Additionally, chatbots are also convenient for customers since they do not

have to read through large FAQ pages or be in the waiting list until a customer support

employee is available.

Chatbots first aim to find the intent behind human text utterances. After recognizing

the intent, chatbots can provide appropriate information or guide the end users in the cor-

rect direction. Although chatbots have evolved over time they still have some limitations

[130, 131]. Chatbots are mostly trained on a specific domain. Therefore, if a customer

asks regarding a slightly different topic, it might not know how to respond like a human.

Chatbots are generally incapable of recognizing grammatical errors or misspellings. In

cases where customers come from different backgrounds, chatbots might not be able to

understand their accents or lingo. This leads to poor conversation understanding and runs

the risk of incorrect intent classification. Such biases in intent classification could cause

chatbots to give replies that sound robotic, give ambiguous answers, lead customers in the
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wrong direction or even frustrate the customer [132].

In general machine learning models are vulnerable to bias. As a result of this, their

decision could be undesirable or unfair. To understand how bias occurs in machine learn-

ing models, it is important to recognize the intimate relationship between bias in data and

bias in algorithms. Since most machine learning models are data-driven, it is possible for

these models to learn the bias in data during training and reflect it in predictions. Also,

algorithms can change the level of bias in data or display a bias that is not present in

data. The outcome of such biased models is then introduced to real-world systems such

as chatbots and subsequently affects human decisions. Then it may produce even more

biased data for future model training [19].

The chapter focuses on class level bias of a NLP classification model. The results

presented in this chapter shows the bias of a BERT [10] model used in a chatbot for intent

classification. We propose a measure called directional pairwise class confusion bias.

The aim of this measure is to find whether the trained model makes mispredictions in the

favor of one class compared to another class. The directional pairwise class confusion bias

is visualized to reveal the most critical bias cases. Such biases in the model might arise

due to class imbalance in the training data, or other semantic biases encapsulated through

accents, misspelling or chatbot’s limited domain knowledge. Additionally, this chapter

also proposes a few strategies on how the directional pairwise confusion bias could be

utilized to develop mitigation methods for biased pairs.

3.2 Building Intent Classification Model using Transfer

Learning with BERT Model

Intent classification with more than two classes is a complex task requiring a highly devel-

oped model. In order to have high predictive power in our model and save time with the

limited computing resources, transfer learning was applied on a pre-trained BERT (Bidi-

rectional Encoder Representations from Transformers [10]) model namely, bert-base-

uncased. The fundamental concept of transfer learning is to reuse a machine learning
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Figure 3.1: Results of all 4 epochs in the training phase. © 2022 IEEE

model originally developed for one task in a different task with limited dataset.

The pre-trained model bert-base-uncased was trained on BooksCorpus and English

Wikipedia (excluding lists, tables and headers). As the name suggests bert-base-uncased

was trained on lower-cased English text. The model consists of 12 transformer blocks,

768-hidden layers, 12 self attention-heads and a total of 110 million parameters. Training

of bert-base-uncased required total of 16 TPUs. Transfer learning was done on bert-base-

uncased for the variant that does single sentence classification task. The input for training

was our chatbot data (human utterances) and their corresponding class labels were used

in the softmax layer. The 4 epochs were run giving validation accuracy of 86% in epoch

4 (Fig.3.1).

Once training was complete, the model was evaluated on an unseen test set. The test

accuracy of the model was 74.4%. Considering there are 18 classes, the test accuracy is

fairly good and performs much better than a random guess ( 1
number of classes =

1
18 = 5.5%).

However, note that the goal of our research in this chapter is not to improve the perfor-

mance of the model but to investigate model’s bias at class level. This model will be used

to analyze bias.

3.3 Directional Pairwise Class Confusion Bias

The most common measure to evaluate a machine learning model is accuracy. However,

accuracy cannot provide insight about the model’s performance if the class distribution is

unbalanced. Hence, measures such as precision, recall, sensitivity, and specificity could
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be used for evaluating the model at the class level. Still these measures do not provide

where the mispredictions originate from at the class level. For example, the sensitivity

measure may not reveal the misclassifications that happen with respect to a specific class.

Hence, the model could be biased towards one class when the actual instances belong to

another class.

We begin our bias analysis by plotting the confusion matrix generated by the fine-

tuned BERT model on the test dataset. Fig.3.2 shows the confusion matrix plot with true

labels on the rows and model predicted labels in the columns. The values in each cell

represent the number of samples that were predicted as the column label for the correct

row label. Since there are a lot of classes, looking at the confusion matrix with a naked

eye might not highlight the prominent values. Fig. 3.3 shows a heatmap of the confusion

matrix. The largest (dark blue) values are found in the diagonal. This confirms the model

being mostly accurate (74.4%).

In Fig. 3.2 there are cells above and below the diagonal which have values greater than

0. Those cells show bias at class level and are of interest for this research. Since classes

were not distributed evenly, it is difficult to observe any biases directly from the confusion

matrix. If there is any bias, quantifying the bias is essential to prioritize bias mitigation.

In order to visualize the biases more clearly, the confusion matrix was modified to

highlight the bias between a pair of classes. Since typically the classes are unbalanced,

the confusion matrix needs to be normalized. Each cell in the confusion matrix (Fig. 3.2)

was divided by the maximum of its column.

C′(i, j) =
C(i, j)

max
k=1,···n

C(k, j)
(3.1)

where C represents the confusion matrix, C(i, j) represents the number of classifications

predicted class c j but whose ground truth was ci, and C′ indicates the normalized con-

fusion matrix. Doing this operation converts all the values in the matrix between 0 and

1. Normalization could be done with respect to rows (actual labels) rather than columns

(predictions). Since the user of a machine learning model observes the predictions, it

makes more sense to normalize with respect to the predictions. The normalized results

58 Sudhashree Sayenju



CHAPTER 3. DIRECTIONAL PAIRWISE CLASS CONFUSION BIAS FOR
EVALUATING CLASS LEVEL BIAS

Figure 3.2: Class Confusion matrix© 2022 IEEE

are visualized in Fig. 3.4. As the original model is highly accurate (74.4%), the diagonal

elements have the highest values in their respective columns. Due to this, most of the

diagonal elements have the largest value 1.

The diagonal elements in Fig. 3.4 are accurate predictions and do not show bias.

Hence, C′ matrix is updated as C′(i, i) = 0 for every value in its diagonal. The cells

that have some degree of blue color above and below the diagonal show cases where bias

is present. In order to visualize these cases more clearly, the values in the diagonal were

muted by setting them to be 0. The result showing the bias pairs are then visualized in

Fig. 3.5. Equation 3.1 is updated as follows:

identity(i, j) =


1 i = j

0 i , j
(3.2)

C′(i, j) =
C(i, j) ∗ (1 − identity(i, j))

max
k=1,···n

C(k, j)
(3.3)

We coined the term directional pairwise class confusion bias for evaluating the bias.

This indicates the likelihood of classifying an instance in one specific class into another
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Figure 3.3: Heatmap of Class Confusion matrix© 2022 IEEE

Figure 3.4: Dividing each cell in the confusion matrix by the maximum of its column. ©
2022 IEEE
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class. Thus, there is a direction of misclassification.

Although Fig. 3.5 gives a clear view of directional pairwise class confusion bias,

we are only interested in cases where the bias is strongly present. To reflect on the

cases where bias is strong, the directional pairwise class confusion bias matrix was fur-

ther pruned by setting a threshold. The threshold filter will return only those rows and

columns where one of their values is above the threshold. Fig. 3.6 is the pruned ma-

trix reflecting bias cases above threshold of 0.15. The plot clearly shows a strong bias

for cases which are Coverage Related but were classified by our BERT model as Docu-

ment Related. Now, we may formally define directional pairwise class confusion bias.

3.3.1 Definition: Directional Pairwise Class Confusion Bias

ci
b
−→ c j represents a directional pairwise bias from class ci to c j for a machine learning

model that indicates that there is a likelihood of a sample belonging to class ci being

classified as c j by the trained model. This bias is quantified as β(ci
b
−→ c j) = C′(i, j) and

this bias is considered to be significant if β(ci
b
−→ c j) > θb where θb is a threshold for

significance of bias and determined by an expert. The antecedent is called as the source

bias class whereas the consequent is called as the destination bias class.

Directional pairwise class does not have the identity property. In other words, β(ci
b
−→

ci) = 0. The symmetry property may not always hold. Thus, if ci
b
−→ c j is true, we cannot

infer that c j
b
−→ ci. Similarly, we cannot claim the anti-symmetry property, if ci

b
−→ c j is

true, there is a likelihood of c j
b
−→ ci. The transitive property is unlikely to hold, since

ci
b
−→ c j and c j

b
−→ ck, there is no guarantee that ci

b
−→ ck is true.

Fig. 3.6 shows the strongest pairwise class confusion bias between pair (Coverage Related,

Document Related) represented as ccoverage
b
−→ cdocument. Note that other pairs like cbilling

b
−→

cpayment, ccoverage
b
−→ cquote, ceverythingElse

b
−→ cescalation, ceverythingElse

b
−→ cdocument and cquote

b
−→

cdocument also show significant bias.
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Figure 3.5: Directional Pairwise Class Confusion Bias© 2022 IEEE

Figure 3.6: Pruned Directional Pairwise Class Confusion Bias matrix after threshold was
set to 0.15. © 2022 IEEE
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3.3.2 Bias Mitigation Process

The main purpose of defining and quantifying our bias was to find ways of mitigating it.

Bias mitigation plays a crucial role in ensuring fairness of models. Before mitigation, it

is essential to know the original model’s behavior. Thus, the first step is to analyze the

classification results from the original model. In presence of directional pairwise class

confusion bias, the model shows a high tendency to mispredict instances of class cs as

cd instead. We assume the original model to be a multi-class model which is capable of

distinguishing a large number of classes. However, creating a globally accurate model to

separate all the classes might overlook pairwise mispredictions. We will demonstrate our

mitigation processes using sample source (cs) and destination (cd) classes where cs
b
−→ cd

exists. Directional pairwise bias occurs if the model predicts a large fraction of the test

instances to be of class cd when the ground truth was cs.

We present two sample strategies for mitigation to show how directional pairwise

confusion bias could be utilized: priori bias mitigator and posteriori bias mitigator. Both

the mitigation techniques priori bias mitigation and posteriori bias mitigator are very

similar. The idea of these bias mitigation techniques is to use a secondary binary classifier

whenever directional pairwise class confusion bias is observed, so that the secondary

model learns to distinguish the source bias class from the destination bias class. The

secondary classifier could increase the recall of cs using a binary classification model

designed to better distinguish cd and cs. Note that the original model favors cd compared

to cs, hence the recall of cs turns out to be lower.

The main difference between the priori and posteriori bias mitigator is the selection

of the training set to build the secondary classifier. In our experiments, the secondary

model is a binary Random Forest classifier. During evaluation, the destination class (cd)

predictions are separated for the secondary model. We feed cd predicted instances from

the original model into the secondary model, in hopes of getting less mispredictions. The

secondary model’s predictions (now either cd or cs) are merged with the remaining test

predictions for mitigation evaluation. Lastly, the original model’s results are compared

with the priori bias mitigation results (Fig. 3.7).
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Priori Bias Mitigator. The training set for the priori bias mitigator is the union of

samples that belong to classes cd and cs from the original training set. The priori bias

mitigator has access to the all the samples of cd and cs from the training set.

Figure 3.7: Evaluation of bias mitigation process© 2022 IEEE

Posteriori Bias Mitigator. Both priori bias mitigator and posteriori bias mitigator are

both trained based on the subsets of the original training set. While priori bias mitigator

takes the projection of selected classes, posteriori bias mitigator selects the training set

based on the predictions of the original classifier for the training set. The idea of this

method is to train the secondary model based on cd and cs predictions of the original

model. This is why we call it as the secondary classifier, posteriori bias mitigator.

3.4 Experiments

3.4.1 Data

The dataset and label sets used in our experiments are provided by Travelers Indemnity

Company. This dataset consists of customer (human) utterances with intent class. In total

there were 128,201 user utterances, each belonging to one of 21 classes. A subset of the

data was separated for modelling into training and testing. The training set had 96,150

utterances and 18 classes. The test set had 20,031 utterances with 15 labels.

We investigate whether either of the the mitigators helps us mitigate the directional
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pairwise class confusion bias observed for our chatbot intent classification model in Sec-

tion 3.3. We demonstrate the priori bias mitigator and posteriori bias mitigator exper-

iments on three biased pairs: ccoverage
b
−→ cdocument, cbilling

b
−→ cpayment and ceverthingElse

b
−→

cescalation. We use recall to analyze before and after effects of mitigation. We choose recall

since it demonstrates the ability of the model to retrieve relevant cases within a dataset.

3.4.2 Bias in the Original BERT Model for Chatbot’s Intent Classifi-

cation

Figure 3.8: Test set evaluation on original intent classification BERT model without mit-
igating bias.

Before mitigation, it is important to analyze the original state of the chatbot intent

classification model in terms of performance for each class. The classification report of

the original BERT model are shown in Fig. 3.8. The directional pairwise bias ccoverage
b
−→

cdocument, cbilling
b
−→ cpayment and ceverthingElse

b
−→ cescalation are framed. The recall of the pairs

are highlighted in green. The difference between the recall of ccoverage (0.49) and cdocument

(0.83) has a large margin. The bias cbilling
b
−→ cpayment shows less extreme discrimination.

The recall of cbilling (0.71) is less than cpayment (0.91). The third pair ceverythingElse
b
−→ cescalation

shows similar difference between recall of ceverythingElse (0.62) and cescalation (0.87). If the
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directional pairwise bias is mitigated by a significant level, we expect to see improvement

in the recall for the source class (lower performing class in the biased pair).

3.4.3 Priori Bias Mitigator

The experiments conducted for priori bias mitigator was conducted on biased pairs:

ccoverage
b
−→ cdocument, cbilling

b
−→ cpayment and ceverthingElse

b
−→ . The destination class cd predic-

tions were separated and reclassified using the bias mitigator model. The bias mitigator

model used here is a binary Random Forest classifier capable of distinguishing cd from

source class cs. The bias mitigator was trained on a subset of the original model’s training

set whose ground truth were either cd or cs. The performance of cs classes after using

priori bias mitigator are highlighted in Table 3.1. This table summarizes the recall for the

two biased classes before and after mitigation. There is increase in recall for the source

biased class ccoverage (0.49 to 0.53) and cbilling (0.71 to 0.73). We saw improvement in two

of the three source class recall values. This method might work for a larger dataset with a

more extreme directional pairwise bias.

ccoverage cbilling ceverythingElse

Recall Precision Recall Precision Recall Precision
Original
BERT model

0.49 0.63 0.71 0.72 0.62 0.65

cd for train-
ing secondary
model

0.53 0.59 0.73 0.70 0.62 0.65

Table 3.1: Priori Bias Mitigation: Before (original BERT model) and after (cd for training
secondary model) performance of source classes ccoverage, cbilling, ceverythingElse. Improve-
ment is seen in the recall of source classes ccoverage and cbilling (in bold font).

3.4.4 Posteriori Bias Mitigator

Here we mitigate the same 3 biased pairs consecutively, namely ccoverage
b
−→ cdocument,

cbilling
b
−→ cpayment, and cEverythingElse

b
−→ cEscalation. The results of posteriori bias mitigator

are shown in Table 3.2. The first biased pair mitigated was ccoverage
b
−→ cdocument. The re-

call of our source class escalated from 0.49 to 0.54. The second pair we tested for the

posteriori bias mitigator was on cbilling
b
−→ cpayment. The recall of our source class cbilling
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increased compared to the original model (0.71 to 0.73). The posteriori bias mitigator

was further tested on a third biased pair ceverythingElse
b
−→ cEscalation. The recall of our source

class ceverythingElse increases from original model (0.62 to 0.67). We saw improvement in

all of the three source class recall values.

ccoverage cbilling ceverythingElse

Recall Precision Recall Precision Recall Precision
Original
BERT model

0.49 0.63 0.71 0.72 0.62 0.65

cd for train-
ing secondary
model

0.54 0.57 0.73 0.46 0.67 0.41

Table 3.2: Posteriori Bias Mitigation: Before (original BERT model) and after (cd for
training secondary model) performance of source classes in biased pairs. Largest Recall
for each class are written in bold font.

3.4.5 Discussion

Due to lack of past research on class related model bias, our research devises a way to

quantify class related model bias called directional pairwise class confusion bias. In

addition, we present two mitigation techniques to show how this bias measure could be

leveraged.

The first mitigation technique we propose is called priori bias mitigator that uses all

samples of biased classes during training. On the other hand, the posteriori bias mitiga-

tor exclusively learns from the training instances that were predicted to be either source

class or destination class. This way the mitigator model adjusts itself based on the pre-

dictions of the original model. The three pairs ccoverage
b
−→ cdocument, cbilling

b
−→ cpayment and

ceverythingElse
b
−→ cEscalation were consecutively mitigated in the order presented. These bias

mitigation techniques are designed to increase the recall of less favored class. However,

this could lower the precision of the source class and recall of the destination class. The

recall of all the experiments are summarized in Table 3.3. Among the two mitigators

posteriori gave the highest recall for all source classes at a cost of precision. To mitigate

bias, we suggest both methods to be evaluated to determine the best secondary model on

a novel dataset. The final decision should be determined based on the tradeoff between
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recall gain and precision loss.

ccoverage cbilling ceverythingElse

Recall Precision Recall Precision Recall Precision
Original
BERT model

0.49 0.63 0.71 0.72 0.62 0.65

Priori Bias
Mitigation

0.53 0.59 0.73 0.70 0.62 0.65

Posteriori Bias
Mitigation

0.54 0.57 0.73 0.46 0.67 0.41

Table 3.3: Priori and Posteriori Bias Mitigation: Performance of source classes in biased
pairs on all experiments. Largest Recall for each class are written in bold font.

Our experiment results could be further improved by using alternate classifiers (in-

stead of Random Forest) for the bias mitigator model. The performance of this model

might have been limited because this is a simpler model than the BERT model used for

training the original model. Alternatively, creating a bias mitigator model trained on all

mispredictions of the training set might work. If such mitigation does not generate robust

results, another idea would be to examine the labelling of the data. There might be a

hierarchy in the classification labels causing them to have directional pairwise bias. Tak-

ing our first example biased pair ccoverage
b
−→ cdocument, this bias might exist because the

model suggests cdocument is a superclass of ccoverage. Thus, an alternate labeling technique

or hierarchical classification can be implemented to distinguish the intent classes better.

3.5 Summary

Class imbalance and noise in text semantics can cause a NLP classification model to prefer

a certain class over another. In the past, most of the research in bias of NLP models refers

to human stereotyping bias or solely addresses the class imbalance problem. Therefore,

we propose directional pairwise class confusion bias, a technique to indicate a model’s

favoring of a class compared to another class. We showed how to quantify and visualize

this bias to reveal heavily biased pairs. Additionally, we propose two strategies to mitigate

it: priori bias mitigator and posteriori bias mitigator. The two mitigation techniques use

a secondary classifier in their process to correct the biased outputs. For situations where

mitigation is not as effective as it was in our data, directional class confusion bias still
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provides insights about the cases that are hindering the performance of the model.
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Chapter 4

Differential Cosine Bias Measure for

Evaluating Stereotype and Categorical

Bias

A vast range of Natural Language Processing (NLP) systems that are in use today have

direct impact on humans. While machine learning models are expected to automatically

infer world knowledge from historical texts, we should be aware not to let NLP applica-

tions consume undesired societal stereotype bias back. Many bias evaluation measures

have been designed and experimented to check whether unfavorable stereotype bias is

present in the model or not. Upon performing various experiments, we found out that the

most popular bias measures do not always indicate bias accurately. In addition to these

experimental findings, we also propose our novel Differential Cosine Bias measure with

examples of unfavorable stereotype biases as well as necessary categorical bias that is

based on general knowledge and facts. Our experiments show that Differential Cosine

Bias measure is a potential indicator of bias in NLP models compared to the popular bias

evaluation measures.

This chapter includes a substantial amount of text, figures and tables from papers

whose primary author is the same as this dissertation, and published by IEEE in the fol-

lowing research paper:
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• © 2022 IEEE. Reprinted, with permission, from Sayenju, Sudhashree, Ramazan

Aygun, Bill Franks, Sereres Johnston, George Lee, Dan Sullivan, and Girish Mod-

gil. ”Stereotype and Categorical Bias Evaluation via Differential Cosine Bias Mea-

sure.” In 2022 IEEE 16th International Conference on Big Data (Big Data).

4.1 Motivation

In the past, the success of computers depended mostly on meaningful and powerful pro-

cessing of structured data. Recently, advanced technologies and research in Natural Lan-

guage Processing (NLP) have enabled computers to even understand unstructured text

data [133]. Despite languages composed of complex structures and full of irregular-

ities, NLP systems can attempt to accomplish sophisticated tasks such as translation,

question-answering, summarization, classification and other forms of text comprehen-

sion. Although running the most advanced language models such as BERT [134] variants

or GPT-3 [12] on some sample tasks appear to mimic human response, those models are

not free of biases. Since humans are affected by the outcomes of these NLP models, it

is necessary to ensure fairness. The first step to fairness is to quantify undesired bias in

NLP models or embeddings properly. Otherwise, not recognizing potential biases pose a

harm to the society.

In this chapter, we classify biases as unfavorable stereotype biases and categorical bi-

ases. Societal stereotype biases [37] are preconceived opinions, attitudes and judgement

that are either positive or negative attributes to a group of people identified by various

demographics like gender, age, race, ethnicity, language, nationality, disability, sexual

orientation, etc. On the other hand, categorical biases cover the general knowledge of the

world. For example, an NLP model should not glean that some occupations are more ap-

propriate for a specific gender, but it is also important for the model to learn that doctors

perform surgeries, not the teachers. Similarly, it is important that the model can generate

similar embeddings for ‘the United States of America’ and ‘Canada’ due to their geo-

graphical locations separated by a border. However, we do not want the model to relate

‘United States of America’ closely to White people but farther to people of other races.
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Most of the research studies in NLP bias have solely focused on measuring and mit-

igating unfavorable human stereotype biases in NLP systems [38, 35, 39, 40, 34, 41, 42,

32]. Parallelly, it is very important that the model learns common knowledge and facts

from the text corpus displaying categorical bias that is necessary. Especially when some

NLP models are built only for a specific domain, it is essential that the domain specific

categorical biases are present. It should be noted that undesired societal stereotype biases

need to be mitigated in NLP models but categorical biases are vital for the purpose of the

NLP model application.

The data-driven models tend to inherit or even amplify the biases present in the data.

Moreover, the non-interpretable nature of deep learning models might even show biases

that do not exist in the data [47]. Therefore, when detecting bias it is important to look

into the pre-trained word embeddings as well as the output of layers of the model. One

of the most widely used technique for bias evaluation is the Word Embedding Associa-

tion Test (WEAT) [35]. Originally, WEAT was used on GloVe [45] embeddings but its

cosine based formula can be easily implemented on other embeddings or models. The

Scoring Association Means of word Embeddings (SAME) [36] measure claims to be an

improved version of the bias measure. By conducting various experiments, we found

out that well-known bias evaluation measures like WEAT [35] and SAME [36] do not

always measure bias accurately. Some results indicated that techniques measure the co-

occurrence of words or terms that they learned from the text corpus they were trained on.

Another, drawback of these measures is that they are not comparable. In other words, if

the values for a bias measure of one example of gender bias is higher than that of a second

example, it does not necessarily mean the first example is more biased than the second.

This inconsistency questions their trustworthiness for comparing two types of different

types of biases.

In this chapter, we introduce a novel bias evaluation method called Differential Cosine

Bias measure. We have developed sixteen sets of words to understand various types of

biases, where some of these sets are inspired from the literature. The major challenge

for bias measures is whether their values indicate the actual bias in the models or not.
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Through a series of experiments, we show that our measure is an indicator of potential

bias by comparing the undesired stereotypical bias that the model captures against on

categorical biases that the model should learn.

4.1.1 Definition of Sets

We use a similar concept of target and attribute sets like in WEAT [35]. There are two

anchor bias sets X and Y , and two test pair sets are A and B. The anchor bias sets are

used to represent bias by providing representative words of opposite classes (e.g., male,

female). Then, our measure checks whether the difference between anchor bias sets is

similar to the difference of test pair sets to determine whether a similar bias exists. Our

claim is that there is bias when the difference of anchor bias sets embeddings and the

difference of test pair embeddings are geometrically aligned. This would infer that anchor

X is biased towards test A, while anchor Y is biased towards test B. In other words, if the

difference between X and Y is aligned with the difference between A and B, then X is

biased towards A rather than B.

4.2 Differential Cosine Bias (DiCoBi) Measure

In this section, we explain our differential cosine bias measure.

4.2.1 DiCoBi on Singleton Sets

For simplicity, we will explain the proposed measure for the case of where each word

set is a singleton set (one word each, i.e., (X = {x}, Y = {y}, A = {a}, and B = {b})).

The embeddings of each word is represented by its vector notations −→x ,−→y ,−→a and
−→
b . For

singleton sets case, DiCoBi measure is computed as follows:

DiCoBi(X,Y, A, B) = cos(−→x − −→y ,−→a −
−→
b )

To demonstrate our intuition, we will use the gender bias example on occupations

from the NLP bias literature. The classic example in this case is ‘man’ is to ‘doctor’ as
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‘woman’ is to ‘nurse’.

If gender bias is present in occupation, it is likely that the difference vector of ‘man’

and ‘woman’ is aligned similarly to the difference vector of ‘doctor’ and ‘nurse’ (X =

{man}, Y = {woman}, A = {doctor}, and B = {nurse})). Therefore, the DiCoBi measure

would be computed as:

cos(−−−→man − −−−−−→woman,
−−−−−→
doctor − −−−−→nurse) (4.1)

For visualization purposes, we will demonstrate bias in 2 dimensions. In Figures 4.1,

4.2 and 4.3 we are analyzing the arrangement of difference vectors shown in black and

green for −−−→man − −−−−−→woman and
−−−−−→
doctor − −−−−→nurse, respectively. In case of the strongest bias,

the values of DiCoBi will either be 1 (Fig. 4.1) or −1 (Fig. 4.2), where the sign indicates

the direction of bias. One way gender bias is the strongest is when the angle formed by

cosine similarity of the difference vectors is 0◦. This happens when the difference vectors

are parallel in the same direction (Fig. 4.1 (a)) or in the opposite direction (Fig 4.1 (b)).

Another manner in which gender bias is strongly replicated in occupation is when the

angle formed by difference vectors is 180◦. An angle of 180◦ is formed either when the

black and green are parallel in opposite directions (Fig. 4.2 (a)) or they overlap each other

pointing again in opposite directions (Fig. 4.2 (b)). On the other hand, if gender bias is the

least present, we would expect the difference vectors to be aligned perpendicularly like in

Fig. 4.3.

It should be noted that the cases described above are for extreme (1, −1) or ideal (0)

cases for presence and absence of bias. The presence of bias for the DiCoBi measure is

evaluated based on its distance from 0.

4.2.2 General DiCoBi Measure

Here, we generalize the DiCoBi measure for multiple words in the anchor sets (X,Y)

and test sets (A,B). Assume that the cardinality of the sets is represented as |X| = m,

|Y| = n, |A| = p, and |B| = q. Let the sets of words be for X = {x1, x2, ..., xm},Y =
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Figure 4.1: Difference vectors of gender and occupation are parallel cos(−−−→man −
−−−−−→woman,

−−−−−→
doctor − −−−−→nurse) = 1

Figure 4.2: Difference vectors of gender and occupation are parallel

Figure 4.3: Cases where our differential cosine bias metric cos(
−→
A1 −

−→
B1,
−→
A2 −

−→
B2) = 0
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{y1, y2, ..., yn},A = {a1, a2, ..., ap},B = {b1, b2, ..., bq}. Note that the anchor bias and test

pairs sets in X,Y,A, and B may have varying cardinalities. In other words, it is not

necessary that m = n or p = q. Then, DiCoBi(X,Y, A, B) can be computed as follows:

DiCoBi(X,Y, A, B) = max
xi∈X,yj∈Y,ak∈A,bt∈B

cos(x̃i − ỹj, ãk − b̃t) (4.2)

The ranges for indices i, j, k, and t are [1,m], [1, n], [1, p], and [1, q] respectively. As this

is a cosine based measure, the range of values for DiCoBi is [−1, 1].

When we are computing DiCoBi for sets containing multiple elements, we take all

possible pairs of differences (xi − yj, ak − bl) where xi ∈ X, yj ∈ Y, ak ∈ A,bl ∈ B. We use

the maximum (max) operator in Equation 4.2 to highlight the worst bias case in the group

of words that could be of interest. We create a matrix that takes all combination of words

in anchor sets X and Y to form the differences such that row index is from X and column

index is from Y. Let the dimension of diff(X,Y) (m× n). For example, the element in the

matrix denoted by diff(X,Y)[i, j] is the difference (xi − y j).

Similarly, we also create a matrix that takes all combination of words in target sets A

and B to form the differences such that row index is from A and column index is from B.

Let us denote this matrix of differences as diff(A,B) such that its dimension is (p × q).

Example using multi-element sets: Suppose, we the following groups of words

X =
[
‘male′ ‘man′

]
(4.3)

Y =
[
‘ f emale′ ‘woman′ ‘lady′

]
(4.4)

A =
[
‘coder′ ‘scientist′

]
(4.5)

B =
[
‘ f amily′ ‘homemaker′

]
(4.6)

Then, the difference matrices are formed by subtracting the following combination of

word embeddings:
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diff(X,Y) =
[

(‘male′−‘ f emale′) (‘male′−‘woman′) (‘male′−‘lady′)
(‘man′−‘ f emale′) (‘man′−‘woman′) (‘man′−‘lady′)

]
(4.7)

diff(A,B) =
[

(‘coder′−‘ f amily′) (‘coder′−‘homemaker′)
(‘scientist′−‘ f amily′) (‘scientist′−‘homemaker′)

]
(4.8)

For parallelization purposes during computation, we will use diff(X,Y) and diff(A,B)

to get the differential cosine similarities and filter the worst case.

When we are measuring stereotype bias, it is very important to choose the words in

each set carefully. When measuring biases in groups of words, each word choice is crucial

to the metric analysis. Word or sentence embeddings have been found to be very sensitive.

Therefore, one should be very clear of what needs to be measured.

4.3 Experiments

In this section we will present experiments showing unfavorable stereotype bias on WEAT,

SAME and our DiCoBi. We will first define the word groups that we use and then tabulate

the results of our bias detection experiments.

4.3.1 Word Groups

Table 4.1 lists 16 word groups that we used in our experiments to quantify various types of

biases. To check gender bias, we use Male words (X), Female words (Y), Career (A) and

Family (B). To measure racial bias, we process word sets White (X), Colored (Y), Pleasant

(A), and Unpleasant (B). To measure religion bias we investigate word sets Christianity

(X), Islam (Y), Pleasant, (A) and Unpleasant (B). For testing the categorical biases we

take Instruments (X), Weapons (Y), Pleasant (A) and Unpleasant (B). Alternatively, we

take European Countries (X), European Capitals (Y), Asian Countries (A), Asian Capitals

(B) in different combinations for X,Y,A,B as neutral bias should exist for these sets.
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Set name Word list
Male words ‘male’, ‘man’, ‘guy’, ‘father’, ‘brother’
Female words ‘female’, ‘woman’, ‘girl’, ‘mother’, ‘sister’
Career ‘professional’, ‘corporation’, ‘office’, ‘business’, ‘career’
Family ‘home’, ‘children’, ‘family’, ‘marriage’, ‘wedding’
White ‘white’, ‘caucasian’, ‘european’, ‘fair’, ‘light’, ‘blonde’,

‘brunette’
Colored ‘latinos’, ‘black’, ‘asian’, ‘brown’, ‘dark’, ‘middle east-

ern’, ‘african’
Pleasant ‘freedom’, ‘health’, ‘love’, ‘peace’, ‘happy’, ‘friend’,

‘heaven’
Unpleasant ‘abuse’, ‘crash’, ‘filth’, ‘murder’, ‘sickness’, ‘accident’,

‘death’
Christianity ‘Christianity’, ‘protestant’, ‘catholic’, ‘evanagelic’, ‘jesus’,

‘easter’, ‘christmas’
Islam ‘Islam’, ‘muslim’, ‘Sunnis’, ‘Shias’, ‘Muhammad’,

‘prophet’, ‘Quran’
Instruments ‘bagpipe’, ‘cello’, ‘guitar’, ‘lute’, ‘trombone’, ‘banjo’,

‘clarinet’, ‘harmonica’, ‘mandolin’, ‘trumpet’, ‘bassoon’,
‘drum’, ‘harp’, ‘oboe’, ‘tuba’, ‘bell’, ‘fiddle’, ‘harpsi-
chord’, ‘piano’, ‘viola’, ‘bongo’, ‘flute’, ‘horn’, ‘saxo-
phone’, ‘violin’

Weapons ‘arrow’, ‘club’, ‘gun’, ‘missile’, ‘spear’, ‘axe’, ‘dagger’,
‘harpoon’, ‘pistol’, ‘sword’, ‘blade’, ‘dynamite’, ‘hatchet’,
‘rifle’, ‘tank’, ‘bomb’, ‘firearm’, ‘knife’, ‘shotgun’, ‘tear-
gas’, ‘cannon’, ‘grenade’, ‘mace’, ‘slingshot’, ‘whip’

Europe ‘Italy’, ‘Germany’,‘France’, ‘Switzerland’
Europe capitals ‘Rome’, ‘Berlin’, ‘Paris’, ‘Bern’
Asia ‘Nepal’, ‘Thailand’, ‘Japan’, ‘Philippines’
Asia capitals ‘Kathmandu’, ‘Bangkok’, ‘Tokyo’, ‘Manilla’

Table 4.1: Word sets to test various types of biases

4.3.2 NLP Model for Bias Analysis

The following experiments were carried out on a pre-trained BERT (Bidirectional En-

coder Representations from Transformers [134]) model namely, the version bert-base-

uncased. Majority of research work in stereotype bias quantification use fixed word em-

beddings like GloVe [45] or Word2vec [43, 44]. In the case of BERT, many research

studies in bias evaluation use its contextual word embeddings namely the word-piece

embeddings [135]. We do not use the word-piece embeddings to convert text to its con-
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textual numerical representation because the vectors were very sparse. Instead we pass

the word-piece embeddings into the bert-base-uncased model and take the output of the

last 4 layers of BERT.

4.3.3 Bias Validation

The biggest challenge for this problem is to determine whether there is an inherent bias

in the trained model or not. Measuring bias would be meaningless if it does not reflect

the actual bias in the model. From embedding vector representations, we already know

that some neutral categorical bias should exist. These bias measures should indicate these

categorical biases when they occur. For this purpose, Table 4.2 enlists the word level

experiments to measure something neutral and obvious like a categorical bias for country

and their capitals. We provide examples of correct as well as incorrect capitals to countries

for pairs (X,Y) and (A,B). We expect correct capital experiments to show high DiCoBi

(high categorical bias) and incorrect capital examples to show low DiCoBi. When the

wrong country capitals are paired, the values are low (range [-0.011, 0.067]). Similarly,

for country capitals that are correctly paired, we observe higher values for DiCoBi ranging

from 0.476 to 0.742.This indicates that correct country capitals relations are similarly

aligned. Thus, DiCoBi can distinguish whether or not such categorical biases are present.

Nevertheless, the values for WEAT and SAME do not distinguish correct from incorrect

capitals. All values for WEAT are almost 2, be it correct or incorrect capitals. The SAME

scores show some range in values [0.009, 0.184] but the values cannot distinguish one

group of experiments from the other. These results show that our DiCoBi measure is

capable of shwoing the potential bias in the model.

4.3.4 Gender Bias

Next, we check whether gender bias exists in the NLP model or not. Table 4.3 shows that

WEAT and SAME on BERT last 4 layer embeddings do not show significant difference

within gender bias examples (range[-1.999, 2]). The SAME scores show some variation

giving highest gender bias for case ‘man’, ‘woman’, ‘engineer’, ‘homemaker’. DiCoBi
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also reveals gender bias. The range of values for gender (stereotype) bias that is implicitly

learned is low (range [-0.011, 0.198]). Our measure shows within gender bias examples,

the word ‘he’ is closer to ‘doctor’ and ‘she’ is closer to ‘nurse’.

Bias type X Y A B WEAT SAME DiCoBi

Correct Capital

‘Italy’ ‘Rome’ ‘Germany’ ‘Berlin’ 2.000 0.062 0.634
‘Italy’ ‘Rome’ ‘France’ ‘Paris’ 2.000 0.063 0.621
‘Germany’ ‘Berlin’ ‘France’ ‘Paris’ 1.999 0.053 0.742
‘Germany’ ‘Berlin’ ‘Switzerland’ ‘Bern’ 2.000 0.044 0.522
‘France’ ‘Paris’ ‘Switzerland’ ‘Bern’ 2.000 0.041 0.476

Incorrect Capital
‘Italy’ ‘Berlin’ ‘Germany’ ‘Rome’ 2.000 0.031 0.057
‘France’ ‘Bern’ ‘Switzerland’ ‘Paris’ 2.000 0.168 0.067
‘Germany’ ‘Paris’ ‘France’ ‘Berlin’ 1.999 0.046 -0.011
‘Germany’ ‘Rome’ ‘Italy’ ‘Berlin’ 2.000 0.009 0.057
‘France’ ‘Berlin’ ‘Germany’ ‘Paris’ 1.999 0.184 0.091

Table 4.2: Quantifying categorical biases for word level experiments

Bias
type

X Y A B WEAT SAME DiCoBi

Gender

‘man’ ‘woman’ ‘doctor’ ‘nurse’ 2.000 0.022 0.049
‘man’ ‘woman’ ‘child’ ‘beautiful’ -1.999 -0.022 -0.011
‘man’ ‘woman’ ‘engineer’ ‘homemaker’ 1.999 0.121 -0.073
‘he’ ‘she’ ‘doctor’ ‘nurse’ 2.000 0.028 0.198
‘he’ ‘she’ ‘child’ ‘beautiful’ 2.000 -0.026 0.044

Table 4.3: Quantifying gender bias for word level experiments

4.3.5 Word Group Level Experiments

The first three examples in Table 4.4 use word sets that are measuring various types of

unfavorable stereotype biases. The first example is to measure whether Gender bias is

present, i.e., male words are closer to career words and female to family. If NLP models

were ideal we want them to show low bias. The second experiment is to examine whether

the model has racial bias embedded in them. The third example is to investigate racial

bias. The last example checks if words in Christianity associated to pleasant terms and

terms related to Islam are associated to unpleasant terms.

The last three experiments in Table 4.4 are for testing categorical bias that we want

the model to learn. The second word group experiment analyzes whether the differences

in continents are similar in countries as they are in their capital cities. The last experiment
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inspects whether the relationship between country and their capital cities are similar in

different continents.

Bias type X Y A B WEAT Differential cosine
bias

Gender Male words Female
words

Career Family 0.130 0.232

Race White Colored Pleasant Unpleasant 0.662 0.581
Religion Christianity Islam Pleasant Unpleasant 0.623 0.565
Pleasant Unpleasant Instrument Weapons Pleasant Unpleasant 0.211 0.780
Continent Europe Asia Europe

Capitals
Asia Capitals 1.968 0.565

Country Capital Europe Europe
capitals

Asia Asia Capitals 1.677 0.706

Table 4.4: Quantifying various types of biases for word group level experiments

4.4 Discussion

Our experiments in Tables 4.2 and 4.3 show that the well known measures like WEAT

and SAME do not show proper variation in values at individual word level, be it for

stereotype bias like gender or categorical bias that the model should learn as necessary

knowledge to retain. For all word level experiments WEAT values are either close to -2

or 2. In Table 4.2, the third experiment for correct capitals (0.053) and last experiment in

incorrect capitals (0.046) have similar SAME scores. Therefore, SAME cannot identify

whether ‘Germany’ is to ‘Berlin’ as ‘France’ to ‘Paris’. We know this should not be true.

DiCoBi can correctly identify that ‘Germany’ should be to ‘Berlin’ as ‘France’ to ‘Paris’

(0.742) not the vice-versa (-0.011).

Although word level embeddings can be very sensitive, DiCoBi is capable of detecting

bias (Tables 4.2 and 4.3). This is one of the reasons why our measure is better over the

previous bias measures like WEAT and SAME.

For the word group experiments in Table 4.4, WEAT shows an inconsistent range of

values in unfavorable stereotype biases and categorical biases. We observe WEAT values

for Race and Religion stereotypes is worse than pleasant/unpleasant categorical bias we

expect to have. Similar to differential cosine bias, WEAT also shows worst unfavorable

stereotype bias for race. However, for categorical biases WEAT is inconsistent. We ex-

pected all categorical bias values to be high. The pleasant-unpleasant bias for instrument
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and weapons shows very low bias (0.211). The country capital categorical biases are very

high in comparison (1.968, 1.677). The SAME score shows very low bias (range [-0.006,

0.012]) for all experiments, be it stereotype or categorical. DiCoBi is always between [-1,

1] which makes it easier to compare the degree of bias present. Our measure shows the

highest degree of unfavorable stereotype bias for Race with a value of 0.581. This value

is very close to that of Continent categorical bias with a value of 0.565. Therefore, we

can use DiCoBi to compare implicit biases like stereotype as well as categorical biases

that are expected to appear.

Observing the cases of using individual words as well as groups of words, DiCoBi

gives a reliable measure of bias. The categorical bias (expected to be present) in the word

and word group levels are confirmed by DiCoBi by showing high values. WEAT and

SAME do not give proper variation for the different types of biases which brings question

on their trustworthiness.

Our experiments were carried out on human concepts that can be explained. However,

testing DiCoBi measure on random words not pertaining to any particular concept is yet

to be explored. It is unknown to what extent DiCoBi is looking at random difference

in embeddings and to what extent actual bias is present. Possible future work lies in

separating the randomness or noise and actual bias in embeddings.

4.5 Summary

Given a myriad of NLP applications that are readily being used every second, it is unfortu-

nate that most of these models have not been analyzed for biases before being deployed.

The bias evaluation measures have been mainly designed to detect unfavorable human

stereotype bias. While it is important to scan for unfavorable stereotype biases in NLP

systems, it is equally important to measure categorical biases, i.e., necessary for the mod-

els to learn from the text corpus. Previously developed bias measures namely WEAT

and SAME are very sensitive when measuring bias at individual word embeddings. Ad-

ditionally, they are not always comparable when measuring stereotype and categorical

bias. This chapter presented our Differential Cosine Bias (DiCoBi) measure which can be
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used to measure both categorical and unfavorable stereotype biases in NLP models and

embeddings. DiCoBi measure is a cosine similarity based measure whose values are in

range [−1, 1]. If bias is low, the measure should yield values that are extremely close to

0. We also show via experiments that our bias evaluation measure is capable of quantify-

ing stereotype as well as categorical bias at individual word level and word group level.

Since unfavorable stereotype bias is not desired, we would want NLP models to show low

values that are almost 0. On the other hand, categorical biases are desired since some

factual knowledge need to be embedded in NLP models. Our experiments on different

sets of words relevant to unfavorable gender, racial, or religion bias show that our DiCoBi

measure is capable of measuring stereotype bias while maintaining categorical bias.
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Chapter 5

Quantifying Domain Knowledge for

Evaluating Domain Bias

Transformer based large language models such as BERT [10] have demonstrated the abil-

ity to derive contextual information from the words surrounding it. However, when

these models are applied in specific domains such as medicine, insurance, or scien-

tific disciplines, publicly available models trained on general knowledge sources such

as Wikipedia, it may not be as effective in inferring the appropriate context compared

to domain-specific models trained on specialized corpora. Given the limited availability

of training data for specific domains, pre-trained models can be fine-tuned via transfer

learning using relatively small domain-specific corpora. However, there is currently no

standardized method for quantifying the effectiveness of these domain-specific models

in acquiring the necessary domain knowledge. The approaches to understand domain

bias could be categorized into two: evaluating the performance of trained models for do-

main specific tasks such as classification or the tendency of word embeddings could be

analyzed if they are closer to their domain related words. In this chapter, our approach

belongs to the latter category making it generalizable without being limited to varying

domain specific tasks.
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5.1 Motivation

Although most of the time the word bias denotes a negative implication when having high

values, in the context of domain bias, having large values means the language model is

learning the custom words, abbreviations and knowledge from the domain text corpus.

Therefore, having high domain bias would be a positive indication of successful cus-

tomization of models. Using domain bias measure is specifically necessary when words

are polysemic such that there is one meaning in the layman sense and a completely dif-

ferent meaning in the domain.

In some domains, we want the meaning of some words to be adjusted as required in

the context. Especially for words or acronyms that have multiple meanings, it becomes

important that the model defaults to the domain specific meaning rather than the layman

meaning. It should be noted that this kind of bias is desired and essential for the model to

learn. Unlike stereotype bias, we want such domain biases to be strongly present in the

model. Paying attention to a critical word at a single time becomes important. To address

this issue, we explore hidden layer embeddings and introduce domain gain measure to

quantify the ability of a model to infer the correct context.

5.2 Domain Knowledge

When fine-tuning a model for a specific domain, it is crucial to ensure that the model

learns the vocabulary and associated semantics of the domain. To achieve this goal, we

consider the following three sets:

x = Critical domain word with multiple meanings

A = Layman control words

B = Relevant domain words

Let us consider average embedding difference of x across layman A to be µ||x⃗−a⃗||. Sim-
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ilarly, average embedding difference of x across domain B is µ
||x⃗−b⃗||.

f or a ∈ A, b ∈ B

domain gain di f f erence(x, A, B) = µ||x⃗−a⃗|| − µ||x⃗−b⃗||

domain gain(x, A, B) =



µ||x⃗−a⃗|| − µ||x⃗−b⃗||

min(µ||x⃗−a⃗||, µ||x⃗−b⃗||)
if ∈ [−1, 1]

min
 µ||x⃗−a⃗|| − µ||x⃗−b⃗||

min(µ||x⃗−a⃗||, µ||x⃗−b⃗||)
, 1
 if > 1

max
 µ||x⃗−a⃗|| − µ||x⃗−b⃗||

min(µ||x⃗−a⃗||, µ||x⃗−b⃗||)
,−1
 if < −1

Table 5.1 enlists the indication for different values of domain gain di f f erence(x, A, B) =

µ||x⃗−a⃗|| − µ||x⃗−b⃗||.

µ||x̃−ã|| − µ||x̃−b̃|| Indication
positive (> 0) word x tends towards domain knowledge (x close to B)

equal (= 0) word x is equidistant to layman and domain context
negative (< 0) word x tends towards layman context (x close to A)

Table 5.1: Indications for values of average difference in magnitude

5.3 Model Tendency Visualization

The measure domain gain is normalized and falls in the range [-1,1]. Normalizing will

enable us to make comparisons across experiments. As shown in Figure 5.1, if the

domain gain value is close to 1, x tends towards the domain and if the values is close

to -1, x tends towards its layman meaning. The values near 0 are defined to be in the

Neutral Zone. When values are very close to 0, in either the positive or negative side, they

might not be significant enough to be showing layman or domain tendencies. Therefore

defining a neutral zone helps to alleviate the risk of strong classification of words to lie in

layman or domain zones. Moreover, neutral zone aids in the decision of whether or not

bias mitigation is necessary.

The Neutral Zone can be set by boundaries α− and α+, which can be determined by

an expert. It is not necessary that α− = −α+. If 0 < domain gain < α+, we call them to
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lie in the Neutral +ve (positive) zone. Similarly, if α− < domain gain < 0, we call them

to lie in the Neutral -ve (negative) zone. We propose a very simple method to determine

α− and α+ in Section 5.3.1 empirically.

Figure 5.1: Range of domain gain

5.3.1 Proposed Method for Selecting α− and α+

For simplicity, we propose to set α− = −α+. The domain gain values are designed to

be compared across two or more models. Since the motive of domain gain is to check

whether transfer learning is effective, we consider a pre-trained model on generic text

corpus as the base model. This model is then used for one or more iterations of transfer

learning on domain text corpus. Therefore, when making comparisons, the architecture

of the models or the size of embeddings of the models is identical. We will use the do-

main gain values on the base model only to determine α− and α+. As a starting point,

we analyze the experiments on the base model and then take the absolute value of do-

main gain and calculate the 80th percentile and consider up to its first decimal value. For

example, if the 80th percentile is 0.37 we consider α− = −0.3 and α+ = 0.3

5.3.2 Arrows and their implications

We will use arrows to present how tendencies change from a base model (Model General)

to a domain model (Model Domain). The tendencies are based on the boundaries set by

α− and α+. Left arrows indicate negative tendency (layman tendency increases). Right
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arrows indicate positive tendency (domain knowledge is gained). Ideally we want our

arrows to point right as an indication of domain tendency. If an arrow has only one

color, there is no change in zones. In the most extreme case, an arrow can transition two

zones and have three colors. Table 5.2 lists different types of same zone arrows, their

descriptions and tendencies. Table 5.3 presents a few examples of transition zone arrows

but the list of arrows is not exhaustive.

Arrow Description Tendency

Domain gain further increases Positive

Domain gain further decreases Negative

Layman gain further increases Negative

Layman gain further decreases Positive

Further Neutral+ increase Positive

Further Neutral+ decrease Negative

Further Neutral domain gain Positive

Further Neutral domain loss Negative

Further Neutral− increase Positive

Further Neutral− decrease Negative

Table 5.2: Description and tendencies of same zone arrows.

Arrow Description Tendency

Word shifts from Domain to Neutral+ Negative

Word shifts from Layman to Neutral+ Positive

Word shifts from Neutral− to Layman Negative

Word shifts from Layman to Domain Positive

Table 5.3: Examples of some transition zone arrows with their description and tendencies.

Ideally, the acquisition of domain knowledge should result in a positive domain gain.
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However, it is possible for models to exhibit negative domain gain values. In such a

situation, the model that consistently demonstrating higher positive values than its coun-

terparts may be deemed to possess a greater capacity for domain knowledge acquisition

and default tendencies.

5.4 Experiments

We carried out our experiments in a publicly available BERT model namely bert-based-

cased (Model General) and a medical insurance fine-tuned model bert-fine-tuned-medical-

insurance-ner (Model Domain). In all experiments, we used the average of last 4 layers

as embeddings for both models. We took some critical words (x) that show polysemy.

Set A contains words related to the layman meaning of x and set B related to the medical

insurance domain meaning of x.

Table 5.4 presents the domain gain for the two models across various critical words.

With our proposed method of using 80th percentile (0.166) up to first decimal on the

Model General, we set the Neutral zone to be defined by boundaries α− = −0.1 and α+ =

0.1. The visualization of model tendency change from Model General to Model Domain

is shown in column Tencdency change. Table 5.5 summarizes the average of the results

presented in Table 5.4.

In Model General all words except for ‘examination’, ‘Resident’, and ‘Private’ ex-

hibit a negative domain gain or a strong tendency towards layman context. Conversely,

in Model Domain, the domain gain has a consistently higher positive value compared

to Model General for all words except ‘Private’ (0.106 to 0.089) and ‘shot’ (-0.165 to

-0.174). As a result, the majority of words in Model Domain demonstrate tendencies

towards the domain. This indicates that the model has acquired domain knowledge per-

taining to medical insurance. However, it should be noted that if the words ‘Private’ and

‘shot’ are crucial in the context of medical domain words (B), then this may suggest that

training on Model Domain alone may not be sufficient. In such a scenario, additional text

corpora incorporating those words in their relevant domain context may be required to

attain the desired default tendency of the model.
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x A (Layman control words) B (Domain words) domain gain Tendency
Model General Model Domain change

examination school, university,
semester, grade, study,
finals, mid-terms, quiz,
interview

CT, CAD, X-ray, ECG,
EKG, MRI, biopsy, au-
topsy

0.168 0.200

Resident inhabitant, habitant, in-
dweller, occupant, local,
citizen, tenant

doctor, hospital, health,
medical, graduate, train-
ing, specialized, patients,
wards, operation

0.010 0.013

heart love, affection, compas-
sion, spirit

organ, blood, circulation,
cardiac, vascular, artery,
valve, failure

-0.005 0.013

drug poison, recreational, dope,
opiate, narcotic, LSD,
heroin, hashish, addiction,
rehab

medicine, cure, pharma-
ceutical, remedy, health,
disease, vaccine, pill, oint-
ment

-0.041 -0.031

Private confidential, secret, inti-
mate, concealed

insurance, coverage, plan,
provider

0.106 0.089

Premium excellent, superior, prize,
boon, perk, prime

insurance, price, coverage,
fee, dividend, value, plan

-0.011 0.001

admit affirm, concede, disclose inpatient, outpatient, beds -0.033 -0.025

shot bullet, dart, missile injection, vaccine, disease,
prevention, virus, bacteria,
tetanus, hepatitis

-0.165 -0.174

blood death, war, kinship, ances-
try, lineage, family

test, culture, hemoglobin,
plasma, type, RBC, WBC,
tissue, platelets, fluid, ar-
teries, veins

-0.173 -0.116

Table 5.4: The domain gain for various tests in models Model General and
Model Domain.

Our domain gain measure can be used during various training steps of an NLP model

to check whether necessary knowledge of the domain is being learned.

5.5 Summary

We present the domain gain measure to quantify whether the default tendencies of an

NLP model on a polysemic word lies towards the layman or domain meanings. In our

experiments, we showed that the publicly available model Model General (bert-base-

uncased ) shows a strong tendency towards the layman meanings rather than the medical
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Model General Model Domain Tendency change

Average
domain gain

-0.016 -0.003

Overall model
summary

Domain tendency Neutral Negative Model Domain is
learning but its
domain knowledge
can still be im-
proved. Overall
we observe positive
tendency. Therefore,
Model Domain is
more suitable than
Model General for
using in medical
insurance domain.

Table 5.5: Knowledge gain summary of models

insurance context. This could be a limitation for applications relying on medical insurance

domain knowledge. On the other hand, our analysis indicates that Model Domain (bert-

fine-tuned-medical-insurance-ner) pulls the default tendencies of the model more towards

the medical insurance domain words, thus rendering it more appropriate for use in this

specific domain.
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Conclusions and Future Work

The objective of this dissertation is to quantify biases of various types. Different types of

bias can be integrated into a Large Language Model (LLM) at various stages of modelling.

While most of the biases such as class level and undesirable stereotype bias are unwanted,

good kinds of bias such as domain bias are needed for their applications in their respective

domains. To ensure fairness of these LLMs, bias quantification needs to be carried out

before mitigating the unfavorable kinds of bias and strengthening the favorable types of

bias.

A combination of class imbalance, semantic noise and insufficient training data tend

to make LLMs favor one class more than the other. While a lot of studies have focused

on stereotyping bias of humans, little work has been done on a model’s class related bias.

This paper introduced directional pairwise class confusion bias to indicate a model’s

favoring of a class compared to another class. We quantified and visualized this bias to

reveal biased pairs. Furthermore, we also presented sample strategies to mitigate the bias

using a secondary classifier. Priori bias mitigator uses a subset of the original training set

for biased class pairs. The posteriori bias pair classifier uses the original training set but

selects the training set based on the predictions of the original classifier. Even for cases

where mitigation is limited, directional class confusion bias still gives insights about the

cases that are hindering the performance of the model.

When using bias evaluation methods on LLMs for stereotype bias, it should go hand

in hand with verifying it for categorical bias (facts and knowledge we expect the model
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to learn). Although the most popular bias evaluation measures like WEAT and SAME

claim to quantify stereotype biases, our experiments showed they are not comparable

when quantifying both categorical and stereotype bias. We proposed a novel stereotype

bias measure which also works for quantifying categorical bias called Directional Cosine

Bias (DiCoBi). As the name suggests, DiCoBi is cosine based measure, and thus, its

values range is [−1, 1]. If bias is low DiCoBi will yield values close to 0. By conducting

experiments at word level and word group level, we show that DiCoBi is capable of

measuring stereotype bias while maintaining categorical bias.

Lastly, this dissertation proposes a novel technique to quantify domain bias. For do-

main use, LLMs that were trained on generic text corpus like Wikipedia are fine-tuned on

domain text corpus. However, there is lack of research that quantifies acquisition of do-

main knowledge. We propose domain gain, as a measure to quantify whether the default

tendencies of a LLM on a polysemic word lies towards the domain-related meanings or

their colloquial meanings.

We proposed the following in this dissertation:

• A novel method to quantify class level bias called directional pairwise class confu-

sion bias,

• A novel technique to quantify stereotype bias namely Directional Cosine Bias mea-

sure, and

• A novel measure to quantify the domain bias for using polysemic words, named as

domain gain.

6.1 Future Work

As we observe exponential upscaling of every new LLM that is released, the difficulty in

quantifying biases also increases at the same pace. In addition to the methods proposed in

this research, new methodologies are necessary to deal with the additional sophistication
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of LLMs. Additionally, the methodologies proposed in this dissertation can be further

refined .

In order to mitigate our proposed class level bias (directional pairwise class confu-

sion bias), we used secondary models to improve the results. In the future, one could use

more advanced mitigation techniques such as loss function modification or bootstrapping

techniques. Currently, directional pairwise class confusion bias only works for pairs of

classes. A future research direction could explore how a hierarchial system of classifi-

cation labels could exhibit such bias. A major contributor for directional pairwise class

confusion bias is class imbalance distribution. Although other factors also play a role in

this class level bias, finding class composition threshold that contributes to the bias might

be helpful.

When quantifying stereotype bias using our DiCoBi measure, our experiments in-

cluded gender, race and religion stereotypes. However, less popular stereotypes such as

disability, ideologies and political beliefs need to explored in the future. The challenge

in quantifying stereotype bias is in working without ground truth. It is still unknown to

what extent the results we obtained using DiCoBi showed random difference in embed-

dings and to what extent actual bias is present. We have used a set of control words or

word pairs to determine the presence of bias. There is potential research in separating the

randomness or noise and actual bias in embeddings. The next step after bias evaluation

is its mitigation. Mitigation techniques should be devised before and during modelling

stage instead after its deployment.

We quantified domain bias in BERT by looking at what other sets of words it is closer

to. However, we still require to explore a way to quantify bias in contextual embeddings.

One could also explore ways to enhance domain bias. A possible solution would be to

train the model with more domain text corpora. Another possibility is to feed the model

with additional inputs where we force the polysemic word to appear with its intended

domain meaning or related words multiple times in the text corpus.
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