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Plasma generation by ultrashort multi-chromatic pulses during nonlinear propagation

Jeremy R. Gulley, Jiexi Liao, and Thomas E. Lanier

Department of Biology and Physics, Kennesaw State University, 1000 Chastain Rd., Kennesaw, GA 30144, USA

ABSTRACT

The use of femtosecond lasers in industrial, biomedical, and defense related applications during the last 15 years has necessitated a detailed understanding of pulse propagation coupled with ultrafast laser-material interactions. Current models of ultrashort pulse propagation in solids describe the pulse evolution of fields with broad spectra and are typically coupled to models of ionization and laser-plasma interaction that assume monochromatic laser fields. In this work we address some of the errors introduced by combining these inconsistent descriptions. In particular, we show that recently published experiments and simulations demonstrate how this contradiction can produce order-of-magnitude errors in calculating the ionization yield, and that this effect leads to altered dimensions and severity of optical breakdown and laser-induced modifications to dielectric solids. We introduce a comprehensive treatment of multi-chromatic non-equilibrium laser-material interaction in condensed matter and successfully couple this model to a unidirectional (frequency-resolved) pulse propagation equation for the field evolution. This approach, while more computationally intensive than the traditional single rate equation for the free electron density, reduces the number of adjustable phenomenological parameters typically used in current models. Our simulation results suggest that intentionally multi-chromatic fields (i.e. strongly chirped pulses or co-propagating pulses of different frequencies) can be arranged to control ionization yields and hence ultrafast laser induced material modifications.
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1. INTRODUCTION

Ultrafast nonlinear pulse propagation and laser-induced ionization in bulk media are interrelated research areas with broad and promising applications. A correct understanding of propagation effects combined with laser-material interaction is critical for progress in bulk micro-machining, remote sensing, laser-induced breakdown spectroscopy, and laser-based medical procedures.1-4 To elucidate the physics of these applications, one must simultaneously model the propagation of the laser field and its interaction with the material.5, 6 These combined areas of research also present a challenge for theoretical calculations, due in large part to the computing requirements of combining fully 3D pulse propagation simulations with detailed calculations of laser-plasma dynamics. Each of those calculations are cumbersome individually, and combining them typically involves using a detailed model of one process and a simplified model of the other. An accurate coupling of the two will require a fully comprehensive model of both that are self-consistent in their approximations. However, the current simulations coupling ultrafast laser-material interactions with pulse propagation contain many inconsistencies and oversimplifications.7

Laser-induced ionization and interactions with the laser-generated electron-hole plasma are two of the basic effects that play a role in high-power ultrafast propagation in solids.5, 8 The current understanding of photoionization and laser-generated plasma interactions is based on models derived in the decades preceding ultrafast laser pulse systems. As such, they are built on the assumption of plane wave-like monochromatic radiation. The current approach to couple laser-plasma interactions with pulse propagation is to replace the constant electric field amplitude of the monochromatic approximation using a time-dependent pulse amplitude, keeping the single-frequency approximation for the pulse spectrum.5, 6, 8 While this works well for pulses with narrow spectra,
a pulse with a duration approaching one optical cycle cannot be accurately represented in this way. It is also inconsistent with computational propagation schemes that utilize a more realistic spectral representation of the pulse and thus accommodate arbitrary pulse spectra. Only a fully time-resolved (not time-averaged) description of laser-plasma interactions will be adequate for such simulations, but there are currently no laser-solid interaction models of sufficient simplicity for coupling with the already computationally intensive pulse propagation calculations.

This problem is further complicated by the fact that the laser-plasma models currently coupled to pulse propagation in solids neglect many of the most important behaviors of carrier dynamics. This is particularly significant when the laser field drives the electron distribution far from its equilibrium configuration. Pulse propagation simulations in dielectrics typically limit their laser-plasma models to a single rate equation for the conduction band electron density,\(^8,9\) or in some recent cases a multi-rate equation for the same purpose.\(^10–14\) These models use either semi-classical or phenomenological approaches for laser energy absorption by the carriers and are coupled to pulse propagation via a local Drude model. Theorists specifically concerned with the evolution of these non-equilibrium distributions use quantum kinetic models to include many-body effects involving carrier collisions with laser photons, impurities, phonons, and other electrons.\(^15–17\) To achieve greater fidelity to the fundamental physics of carrier scattering dynamics, pulse propagation simulations in the future should model laser-plasma interactions in dielectric solids with models based on the quantum kinetic approaches often used to study semiconductors. The main obstacle to coupling these more accurate solid-state models with pulse propagation is that the combined computational demands of both models typically exceed available computing resources. The refinement of material models applicable to self-consistent simulations of ultrafast high-power pulse propagation is an active field of study. This work presents recent progress towards such an approach.

2. THEORY

In dielectrics and semiconductors, the electron-hole plasma results from electron transitions from the valence band to the conduction band, initially by photoionization. In bulk solids this is typically modeled with monochromatic approaches, such as the ones derived by Keldysh\(^18\) and others.\(^19,20\) Although widely used for ultrashort pulses, such monochromatic approaches for photoionization do not properly represent the photoionization of multi-chromatic fields, as one finds in strongly chirped pulses or simultaneous two-frequency multi-pulse trains. Once in the conduction band, electrons may absorb laser energy nonlinearly and can transfer it to valence-band electrons via collisions producing impact ionization. Sequential single-photon absorption events result in a delayed development of the impact ionization as shown by simulations using the Boltzmann\(^17\) and Fokker-Planck\(^21–23\) equations and then incorporated into single and multi-rate equations.\(^10,12\) However, these models of free-carrier dynamics to date are also monochromatic. This approximation ignores the fact that the multi-chromatic spectrum of ultrashort laser pulses must spread the electron-energy distribution function as electrons absorb laser energy.

In most pulse propagation simulations, the time-evolved carrier density from a rate equation model is exported to a Drude model for the free current density that assumes averaged values for material constants such as collision rates and effective carrier masses.\(^8,24–28\) Since collision rates and effective masses are known to vary significantly as functions of electron energy,\(^29\) the free-carrier transport must sensitively depend on both the spectral components of the laser pulse and the conduction band energy (or momentum) at which laser photons are absorbed or emitted. Furthermore, both experiment and pulse propagation equations demonstrate that the energy absorbed by the plasma from ultrashort pulses varies as a function of the instantaneous intensity slope and pulse chirp.\(^30–32\) In this work we present a comprehensive theoretical framework in which to overcome these limitations in some cases and specify the limits of its applicability.

2.1 Photoionization

For the simulations presented in this paper, a modified Keldysh photoionization rate for solids\(^18\) is used because in numerous studies it has provided good agreement with experiments of ultrashort laser pulse propagation in fused silica,\(^17,24,28,33–39\) the material studied in this work. The Keldysh photoionization formula for a field of
complex amplitude $E$ with angular frequency $\omega$ in a solid of band gap $U$ and reduced electron-hole mass $m_e$ is:

$$W_{\text{PI}}(|E|, \omega, U, m_r) = \frac{2\omega}{9\pi} \left( \frac{m_r \omega}{\sqrt{\gamma_1}} \right)^{3/2} Q(\gamma, x) \exp \left(-\varpi (x + 1)\right).$$

(1)

Here the Keldysh parameter $\gamma = \omega \sqrt{m_r U} / \kappa |\xi|$, $\gamma_1 = \gamma^2 / (1 + \gamma^2)$, $\varpi = \pi (K(\gamma_1) - E(\gamma_2)) / E(\gamma_2)$, $\gamma_2 = 1 - \gamma_1$, and $x = (2U/\pi \omega)(\sqrt{1 - \gamma^2}/\gamma)E(\gamma_2)$. The functions $K(x)$ and $E(x)$ are complete elliptical integrals of the first and second kind, respectively, as defined in Ref. 40. The function $Q(\gamma, x)$ is given by

$$Q(\gamma, x) = \sqrt{\frac{\pi}{2K(\gamma_2)}} \sum_{n=0}^{\infty} \exp (-n \varpi) \Phi \left( \sqrt{\varpi(n + 2\nu)} \right),$$

where $\varpi = \pi^2 / 4K(\gamma_2)E(\gamma_2)$, $\nu = (x + 1) - x$, $(\cdot)$ denotes the integer part, and $\Phi(z) = \int_0^z \exp(y^2 - s^2)dy$ is the Dawson function. In this work, an approximate multi-chromatic photoionization rate is calculated by using the instantaneous frequency $\omega(t) = \Im[\partial_t E]/E$ in Eq. (1), where the notation $\Im[\cdot]$ denotes the imaginary part and $E$ is the complex electric field. For the case of a negatively-chirped laser pulse, the blue-shifted photons on the leading pulse edge lead to higher photoionization rates earlier in the laser pulse, giving more time for impact ionization to raise the total ionization yield. The opposite situation occurs for a positively-chirped laser pulse, where red-shifted photons on the leading pulse edge lowers the photoionization rate there, giving less time for impact ionization. The importance of this effect was verified experimentally when it was shown that the surface damage threshold for fused silica was up to 20% lower for a negatively-chirped ultrashort laser pulse, as compared to that of an otherwise identical positively-chirped pulse.32

Using the instantaneous frequency in the Keldysh formula allows us to model the effect of a changing average pulse frequency, which occurs naturally during nonlinear propagation due to self-phase modulation. Figure 1 shows how even small changes in the average frequency can lead to order-of-magnitude changes in the photoionization rate in the MPI regime. Note that although the rate generally increases as wavelength decreases, a blue-shifted frequency will initially see reduction in the total rate until a transition wavelength occurs, indicating that one fewer photon is needed for ionization, at which point the rate increases by an order of magnitude. The opposite case occurs with red shifted frequencies. Using the instantaneous frequency in the Eq. 1 naturally captures this behavior.

2.2 Laser-Material Dynamics Model

In an earlier work,41 our results demonstrated that coupling pulse propagation to a carrier energy-resolved model originally developed for semiconductors10 potentially holds much higher predictive ability than the simplified, monochromatic rate equation models for the free carrier density. In Ref. 41, high-intensity pulse propagation in bulk fused silica results in self-phase modulation at the beam center, broadening the on-axis pulse spectrum (super-continuum generation) and chirping the pulse in time. This is the case even for ultrafast pulses that are initially transform-limited and thus well-described by the monochromatic approximation. To account for this
fact, we model the laser-induced ionization and resulting conduction band dynamics using an extended multirate-equation (MRE)\textsuperscript{10} that discretizes the carrier distribution in energy-space. We account for the broadband nature of the pulses in the Keldysh photoionization model\textsuperscript{18} and the extended MRE model using the instantaneous pulse frequency at each point in space and time as opposed to the central laser frequency. The extended MRE comprises carrier populations at incremental values in energy space:

\[
\frac{d}{dt}n(\epsilon_i, t) = W_{\text{PI}}(t)\delta_{\epsilon_i, \epsilon_{\text{PI}}} + \left[ W^{\text{1pl}}(\epsilon_i - \hbar\omega(t), t) - W^{\text{1pl}}(\epsilon_i, t) \right] + \left[ \frac{n(\epsilon_i, t)}{\tau^\text{m}(\epsilon_i + \epsilon_{\text{PI}})} - \frac{n(\epsilon_i, t)}{\tau^\text{m}(\epsilon_i)} \right] - \frac{n(\epsilon_i, t)}{\tau^d(\epsilon_i)} + \sum_{l=1}^{m} \alpha(\epsilon_l)n(\epsilon_l)\delta_{\epsilon_i, \epsilon_l} + \alpha(\epsilon_i + \epsilon_c)n(\epsilon_i + \epsilon_c, t) - \alpha(\epsilon_i)n(\epsilon_i, t)\theta(\epsilon_i - \epsilon_c),
\]

where \( \epsilon_i \) is the \( i^{\text{th}} \) represented conduction-band energy and \( n(\epsilon_i, t) \) is the density of free carriers in the energy range \( \epsilon_{i+1} - \epsilon_i \). The terms on the right-hand side represent from left to right: a photoionization contribution where \( \epsilon_{\text{PI}} = \left( \Delta / \hbar\omega(t) + 1 \right) \hbar\omega(t) - \Delta \) is the energy at which a photo-ionized electrons enter the conduction band, \( \Delta \) is the effective band gap, and \( \omega(t) \) is the instantaneous frequency. The free-carrier absorption contributions \( W^{\text{1pl}}(\epsilon_i - \hbar\omega(t), t) \) and \( W^{\text{1pl}}(\epsilon_i, t) \) represent electrons entering or exiting (respectively) the carrier population at energy \( \epsilon_i \) by 1-photon absorption events. Electron energy relaxation into the lattice is represented in the middle line where \( \tau^\text{m}(\epsilon_i) \) is the energy dependent phonon scattering time and \( \epsilon_{\text{PI}} \) is the mean phonon energy. The process of impact ionization is modeled on the last line where \( \alpha(\epsilon_i) \) is the impact-ionization coefficient, \( \epsilon_c \) is the critical energy for impact ionization, and \( \theta(x) \) is the Heaviside step function.\textsuperscript{10} The formulas to calculate \( \Delta, \epsilon_c \) are taken from Ref. 17. The avalanche contribution allows electrons with energy exceeding \( \epsilon_c \) to impact a valance electron and promote it to the conduction band, losing an energy equal to the band gap \( U \) in the process. The energy dependence of the impact ionization rate \( \alpha(\epsilon_i) \) is given by the Keldysh impact ionization formula \( \alpha_i = P (\epsilon_i - \epsilon_c)^2/\epsilon_c \). This work assumes that the rate coefficient \( P = 21.2 \text{ fs}^{-1} \), which is also taken from Ref. 17.

The evolution of the free current density entering the Maxwell equations is coupled to the electron plasma, and is identically discretized in energy space. In this work, an extended MRE for a Drude free current density \( J_f \) for electrons of energy \( \epsilon_i \) is solved simultaneously with the extended MRE:

\[
\frac{d}{dt}J_f(\epsilon_i, t) = -\frac{J_f(\epsilon_i, t)}{\tau^\text{m}(\epsilon_i)} + \frac{e^2}{m(\epsilon_i)} n(\epsilon_i, t)\theta(\epsilon_i - \epsilon_c),
\]

where \( m(\epsilon_i) \) is the effective mass. This allows the calculation of optical contributions from electrons in every electron-energy region represented in the simulations. The time-average of the quantity \( J_f(\epsilon_i, t) \cdot \bar{E}(t) \) is used to determine the one-photon absorption contributions to Eq. 2:

\[
W^{\text{1pl}}(\epsilon_i, t) = \left[ J_f(\epsilon_i, t) \cdot \bar{E}(t) \right]_{\text{avg}} / \hbar\omega(t).
\]

The sum over all energies then gives the total plasma density, as well as the free current density for use in the propagation model; see Sec. 2.3.

### 2.3 Ultrashort Pulse Propagation Model

The above models of ionization and laser-plasma dynamics are used to simulate ultrashort laser pulse propagation through, and initiating induced modification in, bulk fused silica. The ionization models are compatible with the most common and current models of pulse propagation; including envelope equations for the complex electric field amplitude,\textsuperscript{42} spectral methods,\textsuperscript{43} unidirectional pulse propagation equations (UPPEs),\textsuperscript{44} and Finite-Difference
Time-Domain (FDTD) methods. The primary method for modeling the pulse propagation in this work will be solving a UPPE for the electric field:45

\[ \partial_z E_{k_x,k_y}(\omega, z) = i k_z E_{k_x,k_y} + \frac{i \omega^2}{2 \epsilon_0 \epsilon_2 k_z} P_{k_x,k_y}(\omega, z) + \frac{i \omega}{2 \epsilon_0 \epsilon_2 k_z} J_{k_x,k_y}(\omega, z). \] (4)

Here \( E \) is the forward propagating component of the electric field, \( z \) is the propagation axis, \( \omega \) is the angular frequency, \( k_x \) and \( k_y \) are the transverse beam coordinates, \( P \) is the nonlinear polarization, \( J \) is the free current density, \( \epsilon(\omega) \) is the linear electric permittivity, and \( k_z = \sqrt{\omega \epsilon(\omega)/c + k_x^2 + k_y^2} \). Note that this is a fully spectral method solving for the analytic (i.e. forward propagating) electric field as it evolves along the propagation axis. In this method, there is no reference to a field envelope or a constant carrier frequency. The ionization models above are also free of this assumption, relying as they do on the instantaneous frequency. The right-hand side of Eq. 4 contains linear optical contributions of dispersion and diffraction, including all high-order dispersion as well as linear and nonlinear-shock formation. The nonlinear polarization term includes the Kerr effect while the current density term includes photoionization and plasma effects.

For simulations, Eq. (4) is transformed into the retarded time frame of the laser pulse for propagation over long distances through the bulk. The material response in Equation (4) is contained in the linear permittivity function \( \epsilon(\omega) \), the nonlinear polarization, and the current density. We use a Sellmeier equation to calculate \( \epsilon(\omega) \) in the spectral domain. The polarization and current density are calculated in the space-time domain and then Fourier transformed into the spectral \((k, \omega)\) domain. The nonlinear polarization is assumed to be of a standard Kerr type:

\[ P(t) = \epsilon_0 \chi(3) E(t)^3, \]

where \( \chi(3) \) is related to the nonlinear refractive index \( n_2 \) by \( \chi(3) = (4/3) n_2 \epsilon_0 c n_e^2 \). Note that, unlike standard envelope treatments, this polarization allows for third harmonic generation as well as cascaded high-order harmonic generation.8 Later we will show how this feature eventually limits the applicability of the instantaneous frequency to the ionization models above, at which point a strictly intensity-dependent nonlinear polarization given by \( P(t) = \epsilon_0 3 \chi(3) |E|^2 E(t) \) should be used. The current density has two contributions. The first is the free current density, calculated by solving and then summing Eq. 3 over all carrier energies. The second contribution comes from a photoionization current which is calculated by \( J_{PI}(t) = n_0 \epsilon_0 c E(t) W_{PI}(t) U/2I \), where \( I \) is the field intensity and the photoionization rate \( W_{PI}(t) \) is given by Eq. 1 using the instantaneous frequency. For a detailed tutorial on how Eq. 4 is derived and is best solved numerically we refer the reader to Ref. 8.

Table 1. Numerical values used in all the simulations reported in this work. Material parameters are those for fused silica.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>Initial wavelength</td>
<td>800</td>
<td>nm</td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>Initial pulsewidth ((1/e^2))</td>
<td>84.9</td>
<td>fs</td>
</tr>
<tr>
<td>( w_r )</td>
<td>Initial beam width ((1/e^2))</td>
<td>2</td>
<td>mm</td>
</tr>
<tr>
<td>( E_n )</td>
<td>Initial pulse energy</td>
<td>750</td>
<td>nJ</td>
</tr>
<tr>
<td>( f )</td>
<td>Lens focal length</td>
<td>25</td>
<td>cm</td>
</tr>
<tr>
<td>( n_0 )</td>
<td>Linear refractive index</td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td>( n_2 )</td>
<td>Nonlinear refractive index</td>
<td>( 3 \times 10^{-16} )</td>
<td>( \text{cm}^2\text{W}^{-1} )</td>
</tr>
<tr>
<td>( U )</td>
<td>Material band gap</td>
<td>9</td>
<td>eV</td>
</tr>
<tr>
<td>( m_e )</td>
<td>Effective electron mass</td>
<td>( 9.11 \times 10^{-31} )</td>
<td>kg</td>
</tr>
<tr>
<td>( m_{eh} )</td>
<td>Reduced electron-hole mass</td>
<td>( 4.56 \times 10^{-31} )</td>
<td>kg</td>
</tr>
<tr>
<td>( \tau_d )</td>
<td>Electron-defect relaxation time</td>
<td>150</td>
<td>fs</td>
</tr>
</tbody>
</table>
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Figure 2. Electron-energy dependent collision rates in fused silica used for all simulations in this work.\textsuperscript{29}
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Figure 3. (a) The FWHM beam width of the pulse as it propagates through the sample. (b) The instantaneous frequency with (solid red line) and without (dashed blue line) high-harmonic generation included in the nonlinear polarization.

3. PULSE PROPAGATION SIMULATIONS

The simulations begin by constructing the forward propagating analytic electric field at the beginning of the propagation according to the formula

\[
E(r, \tau, z = -f) = \sqrt{\frac{2I_0}{\varepsilon_0 c}} \exp \left( -\frac{r^2}{w_0^2} - i\frac{k_0 r^2}{2f} - \frac{\tau^2}{\tau_0^2} \right),
\]

where \( I_0 = E_n/(\pi/2)^{3/2} \omega_0^2 \tau_0 \) is the initial peak intensity, and all other parameters are defined in Table 1. The geometric focus of the laser beam is placed 3 mm into the bulk of a fused silica sample to preclude any surface damage effects. The pulse is numerically focused into the fused silica by solving the UPPE simultaneously with the coupled extended multi-rate equations.

The energy-dependent electron momentum and energy relaxation (collision) times used in the extended MREs are taken from Ref. 29 and are shown in Fig. 2. Note that these values vary by many orders of magnitude over the electron energy range. Note also that in Refs. 17 and 29, parabolic band structure is assumed with effective electron and hole masses equal to the rest electron mass. For the sake of consistency, we make the same assumptions. Also, lacking a model for the energy dependence of the defect-relaxation time \( \tau_d \), we assume a constant value of 150 fs.\textsuperscript{13,14} Due to the ultrashort time scales of exposure, defects will not play a major role in either the propagation or the plasma generation.

Pulse propagation simulations are performed under these conditions for four cases and are organized by the methods of calculating the nonlinear polarization and the ‘instantaneous’ frequency as follows:

1. \( P(t) = \varepsilon_0 \chi^{(3)} E(t)^3 \) and \( \omega(t) = \Im[(\partial_t E)/E] \);
2. \( P(t) = \varepsilon_0 \chi^{(3)} E(t)^3 \) and \( \omega(t) = \omega_0 \);
3. \( P(t) = \varepsilon_0 3\chi^{(3)} |E|^2 E(t) \) and \( \omega(t) = \Im[(\partial_t E)/E] \);
4. \( P(t) = \varepsilon_0 3\chi^{(3)} |E|^2 E(t) \) and \( \omega(t) = \omega_0 \), where \( \omega_0 = 2\pi c/\lambda \). Although the geometric focus is located at 3 mm into the sample, note that Fig. 3a shows that the pulse comes to a nonlinear focus.
earlier due to self-focusing. The resulting peak plasma generation in the sample is recorded as a function of propagation distance starting just before the nonlinear focus. Fig. 3b shows the instantaneous frequency at the beam center just prior to the nonlinear focus at $z = 2.5$ mm for cases (1) and (3). The periodic instability in the red line come primarily from third harmonic generation (THG). After the nonlinear focus is reached the values of the instantaneous frequency in case (1) become non-physical, and the simulation breaks down at approximately 2.75 mm of propagation in the sample. The other cases, however, continued without difficulty. These results indicate that in the presence of multiple distinct spectral peaks the instantaneous frequency should not be used. However, note that if THG is omitted as in case (3), it remains valid.

4. TWO-PULSE PLASMA GENERATION SIMULATIONS

In order to numerically propagate a pulse that experiences high harmonic generation and plasma generation simultaneously, the instantaneous frequency cannot be used as a meaningful input value to the material models. Once the high harmonic fields are large enough to interfere noticeably with the fundamental, a different method can be used. If one filters out each harmonic signal individually in frequency space and separately transforms them back into the time domain, one can solve Equations 2 and 3 using a split-step technique; one split-step for each harmonic frequency. In isotropic media this will typically require only the first and third harmonics. In surface structuring studies of fused silica there is increasing interest in seeding laser-induced ionization with a UV pulse followed by a near-IR pulse to drive avalanching.\textsuperscript{13,14} In such cases the delay between the two pulses is often short enough that the two fields are present at the same and time, as they would also be in bulk co-propagation as the pulses pass through one another.

To demonstrate this method, we solve Equations 2 and 3 for a pulse train consisting of a 267 nm, 50 fs pulse followed by an 800 nm, 150 fs pulse. The 800 nm pulse is assigned a peak intensity of $1 \times 10^{13}$ W/cm$^2$ and the 267 nm an intensity 20$\%$ of that of the 800 nm pulse. Note that, for identical beam conditions, this yields a UV pulse energy of only 6.7$\%$ that of the near IR pulse. By solving the extended MREs for multiple delay times, the maximum plasma density generated was approximately $2 \times 10^{20}$ cm$^{-3}$ and corresponded to a delay of 100 fs. When the extended MREs were solved for each pulse alone, the maximum plasma densities generated were both on the order of $2 \times 10^{18}$ cm$^{-3}$. Figure 4 show the solution to the extended MRE as a function of time and free-carrier energy. In this plot $t = 0$ corresponds to the center of the 800 nm pulse. The center of the 267 nm pulse is located at $t = -100$ fs. The multi-chromatic nature of the pulse train is well-captured in this model as shown by the evenly spaced energy levels for the 800 nm pulse, as well as the initial appearance...
of distinct energy levels at three times that spacing. This technique should be substituted for the instantaneous frequency approach when high harmonics, or any appreciable frequency components strongly distinct from the fundamental are present.

5. CONCLUSION

Simulations have been performed using an energy-resolved extended multi-rate equation to model multi-chromatic laser-induced plasma generation in bulk fused silica for both single and different-frequency multi-pulse systems. This model was also coupled with a unidirectional pulse propagation equation to simulate single pulse propagation through the bulk. It was found that, to the extent that third harmonic generation is negligible, allowing the instantaneous frequency to play the role of the constant frequency in the traditional monochromatic plasma model is a robust and effective way of modeling the self-frequency shifts that naturally occur during propagation. However, appreciable harmonic generation in the dielectric results in non-physical behavior that bring the plasma calculation into question using this method. In circumstances where two pulses of different frequency are deliberately co-propagated, the extended multi-rate equation can be solved approximately using a split-step method. Our results predict that a 50 fs, 267 nm pulse followed by a more energetic 150 fs, 800 nm pulse generates a plasma density two orders of magnitude greater than either pulse generates alone. Further studies are expected to reveal exploitable multi-chromatic plasma generation in both surface and bulk laser-machining of solids.
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